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VIDEO QUALITY MODEL BASED ON A SPATIO-TEMPORAL FEATURES EXTRAC-
TION FOR H.264-CODED HDTV SEQUENCES
St́ephane Ṕechard, Dominique Barba, Patrick Le Callet,IRCCyn/IVC, France

Abstract: As a contribution to the design of an objective quality metric in the specific context of High
Definition Television (HDTV), this paper proposes a video quality evaluation model. A spatio-temporal seg-
mentation of sequences provide features used together with the bitrate to predict the subjective evaluation of
the H.264-distorted sequences. In addition, a subjective tests campaign have been conducted to provide the
mean observer’s quality appreciation and assess the model against reality. Existing video quality algorithms
have been compared to our model. They are outperformed on every performance criterion.

FAST MODE DECISION FOR H.264/AVC BASED ON CLUSTERING OF MPEG-7 TEX-
TURE DESCRIPTOR VALUES
Nawat Kamnoonwatana, Dimitris Agrafiotis, Nishan Canagarajah,University of Bristol, United
Kingdom

Abstract: As multimedia content is rapidly increasing everyday, the availability of indexing metadata such
as MPEG-7 descriptors becomes increasingly important for accessibility purposes. However, the use of this
indexing metadata in improving coding efficiency has rarely been explored. A novel fast mode decision al-
gorithm for H.264/AVC encoders based on the use of an MPEG-7 descriptor is proposed in this paper. The
descriptor is used to form homogenous clusters within a picture frame and a range of coding modes is decided
for each macroblock based on the mode of an already coded macroblock that belongs to the same cluster. The
experimental results show that the proposed algorithm is able to achieve an average of 35% time-saving when
compared to the full search method and 15% time-saving when compared to the fast mode decision algorithm
employed in the recent JM12.2 reference H.264 software encoder. In both cases, results yield only a small
degradation in rate-distortion performance and a negligible lost in subjective quality.

MODE CONVERSION FOR H.264 TO MPEG-2 VIDEO TRANSCODER
Sandro Moiron,I.T. - Instituto de Telecomunicações, Portugal; Sérgio Faria, Pedro Assunção,
Instituto Polit́ecnico de Leiria, Portugal; Vitor Silva, Universidade de Coimbra, Portugal; António
Navarro,Universidade de Aveiro, Portugal

Abstract: This paper proposes an efficient method for transcoding compressed video from H.264/AVC to
MPEG-2. This transcoder aims at maintaining backward compatibility between these two standards which is
an important feature in modern communication systems such as WiMAX or xDSL, where customer demand
for high-quality of diversified rich multimedia contents continues to impose great challenges to the video de-
livery systems. Since both standards use a block based approach for intra and interframe coding, the proposed
transcoder explores their similarities in order to reduce the computational complexity measured as processing
time. The experimental results show a computational complexity reduction up to 60% without quality loss
when compared with a reference transcoder comprised of a full decoder-encoder cascade.
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MODELING OF H.264 VIDEO SOURCES PERFORMING BITSTREAM SWITCHING
Stefania Colonnese, Gianpiero Panci, Stefano Rinauro, Gaetano Scarano,Dip. Infocom. Universit̀a
di Roma ”La Sapienza”, Italy

Abstract: The recent H.264 video coding standard introduces an innovative compression tool allowing fast
bit-rate switching. The tool, based on the novel syntactic element Switching Pictures (SP), allows flexible rate
adaptation and is expecially suitable for streaming applications in wireless networks. This work addresses the
modeling of a H.264 source performing bit-rate switching using SP frames. The coded bitstream structure is
modelled as a Markov chain with frame size distribution depending on the frame coding mode. The perfor-
mances of the model are assessed by comparison of the cell loss rate of a fixed size buffer filled with a synthetic
source imple-menting the model and by a real H.264 codec.

COMBINED INTER-INTRA PREDICTION FOR HIGH DEFINITION VIDEO CODING
Xin Jin, King Ngi Ngan,The Chinese University of Hong Kong, China; Guangxi Zhu,Huazhong
University of Science and Technology, China

Abstract: In rate-distortion optimized video coding, such as H.264, a macroblock uses either Inter or Intra
prediction as its compensation method, which exploits temporal or spatial correlation alternatively for com-
pression. In this paper, analysis and experimental results show that Inter and Intra prediction can be combined
to generate a more accurate prediction especially for high definition video. A weighted combination method,
denoted as CII16x16, is proposed by combining Inter16x16 with Intra16x16Horizontal. The weighted co-
efficient of the combined mode is further optimized. The implementation method is also discussed to provide
a H.264 compatible scheme with minimal complexity increase both in the encoder and decoder. Experimental
results show that by applying the combined mode to the H.264 rate-distortion optimized encoding flow, an
average rate reduction of 1.8% can be achieved for high definition video coding.

AN ADAPTIVE COEFFICIENT SCANNING SCHEME FOR INTER-PREDICTION COD-
ING
Qichao Sun, Xiaoyang Wu, Lu Yu,Zhejiang University, China

Abstract: Transform coefficient scan is an important procedure of video coding. In video coding standards
such as MPEG2, H.264 and AVS, there are zig-zag scan for frame coding and field scan for field coding. In
this paper, a novel adaptive coefficient scanning scheme for inter-prediction coding is proposed. This scheme
includes scanning pattern generation based on DCT energy statistical calculation and macroblock level Rate-
Distortion Optimized scanning pattern selection. Simulation results show that the proposed adaptive coefficient
scanning scheme can achieve significant compression improvement.
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POST-PROCESSING FOR FLICKER REDUCTION IN H.264/AVC
Yair Kuszpet, Dimitry Kletsel,Technion, IIT, Israel; Yair Moshe,Signal and Image Processing
Lab, Dept. of Electrical Engineering, Technion - IIT, Israel; Avi Levy, Intel Corporation, Israel

Abstract: The H.264/AVC standard mitigates some of the most noticeable artifacts of former video coding
standards, such as blocking and ringing. However, it exhibits a new temporal artifact, not prevalent in these
standards: a noticeable discontinuity between an intra frame and its preceding inter frame, known as flicker.
This paper proposes a post-processing scheme for dealing with the flicker artifact. A motion compensated
version of the intra frame is generated based on its preceding inter frame, and is used to filter the intra frame
in order to reduce the discontinuity. In addition, a non-reference flicker measure is proposed, and is used as
a basis for an adaptive flicker-reduction technique. Subjective, as well as objective, results indicate that the
proposed method does indeed significantly reduce the discontinuity, with an almost negligible drop in PSNR.
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Oral Session WedAM4: Best Paper Award

Location: Auditorium
Time: 11:25 - 12:45
Chair: Fernando Pereira,Instituto Superior T́ecnico - Instituto de Telecomunicações, Portugal

11:25 GENERALIZED LIFTING FOR SPARSE IMAGE REPRESENTATION AND
CODING
Julio Rolon, Philippe Salembier,Technical University of Catalonia (UPC), Spain

Abstract: This paper investigates the use of generalized lifting to increase the sparseness of wavelet de-
compositions with application to image representation and coding. As in the bandelet approach, the strategy
consists in applying first a separable wavelet decomposition and then in processing the details subbands to fur-
ther decorrelate the signal representation. For this second step, we use a generalized lifting [13] which allows
nonlinear processing of the details subbands. In this paper, the generalized lifting design is based on the pdf
of the details coefficients after the separable wavelet decomposition and its goal is to minimize the coefficients
energy. Both separable and non separable approaches are investigated. The generalized lifting is shown to
reduce significantly the energy and the entropy of the representation. Furthermore, a simple quantification
and entropy coding strategy is used to compare the rate-distortion characteristics of wavelet, bandelet and the
proposed approach based on generalized lifting. Promising results are demonstrated.

11:45 WYNER-ZIV CODING OF STEREO IMAGES WITH UNSUPERVISED LEARN-
ING OF DISPARITY
David Varodayan, Yao-Chung Lin, Aditya Mavlankar, Markus Flierl, Bernd Girod,Stan-
ford University, United States

Abstract: Wyner-Ziv coding can exploit the similarity of stereo images without communication among the
cameras. For good compression performance, the disparity among the images should be known at the decoder.
Since the Wyner-Ziv encoder has access only to one image, the disparity must be inferred from the compressed
bitstream. We develop an Expectation Maximization algorithm to perform unsupervised learning of disparity
at the decoder. Our experiments with natural stereo images show that the unsupervised disparity learning
algorithm outperforms a system which does no disparity compensation. It is also superior to conventional
compression using JPEG.

12:05 DISTRIBUTED SOURCE CODING APPLICATION TO LOW-DELAY FREE
VIEWPOINT SWITCHING IN MULTIVIEW VIDEO COMPRESSION
Ngai-Man Cheung, Antonio Ortega,Univ. of Southern California, Los Angeles, CA,
United States

Abstract: Multiview video coding (MVC) exploits the temporal and spatial redundancy between neighboring
frames of the same view or that of adjacent views to achieve compression. Free viewpoint switching, however,
poses challenges to MVC, as when a user is able to choose different playback paths it would become unclear to
encoder which previously reconstructed frame would be available for decoding the current frame. Therefore,
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to support free viewpoint switching in MVC, encoder would need to operate under uncertainty on the de-
coder predictor status. Extending our previous work on video compression with decoder predictor uncertainty,
this paper proposes a MVC algorithm based on distributed source coding (DSC) to tackle the free viewpoint
switching problem, where the encoder has access to several predictor candidates but there is uncertainty as to
which one will be available at decoder to serve as predictor for the current frame. Since cross-view correla-
tion could be much less significant than temporal correlation, a main challenge of the present DSC application
is to achieve competitive compression efficiency. Some of the novelties of the proposed MVC algorithm are
that it incorporates different macroblock modes and significance coding within the DSC framework, so that
competitive coding performance can be achieved. Experimental results demonstrate the proposed DSC-based
MVC algorithm can outperform solutions based on intra or closed-loop predictive (CLP) coding in terms of
compression efficiency. In addition, the proposed method incurs a negligible amount of drifting, making it an
attractive solution to facilitate low-delay, free viewpoint switching.

12:25 JOINT DEPTH/TEXTURE BIT-ALLOCATION FOR MULTI-VIEW VIDEO
COMPRESSION
Yannick Morvan, Dirk Farin,Eindhoven University of Technology, Netherlands; Peter
H.N. De With,Eindhoven University of Technology / LogicaCMG, Netherlands

Abstract: Multi-View display technology allows the presentation of a 3D video by showing simultaneously
several views of the same scene. One approach to render these multiple views is to synthesize novel views
using a Depth Image Based Rendering (DIBR) algorithm. Consequently, for the efficient transmission of 3D
video signals, the compression of texture and also the depth images is required. Since the ratio between the
depth and texture bit-rate is still an open question, we propose in this paper a novel joint depth/texture bit-
allocation algorithm for the compression of multi-view video. The described algorithm combines the depth
and texture rate-distortion (R-D) curves to obtain a single R-D surface that allows the optimization of the joint
bit-allocation problem in relation to the obtained rendering quality. We subsequently discuss a fast hierarchical
optimization algorithm that exploits the smooth monotonic properties of the R-D surface. The hierarchical
optimization algorithm employs an orthogonal search pattern so that the number of image-compression itera-
tions for measuring quality is minimized. Experimental results show an estimated gain of 1 dB compared to an
ad-hoc selection of bit-rates. Besides this, our joint model can be readily integrated into an MVC H.264 coder
because it yields the optimal compression setting with a limited computation effort.
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Oral Session WedPM1: Scalable Video Coding

Location: Auditorium
Time: 14:00 - 15:20
Chair: Christine Guillemot,IRISA, France

14:00 SELECTIVE INTER-LAYER PREDICTION IN SCALABLE VIDEO CODING
Kai Zhang, Institute of Computing Technology, Chinese Academy of Sciences, China;
Jizheng Xu, Feng Wu,Microsoft Research Asia, China; Xiangyang Ji,Institute of Com-
puting Technology, Chinese Academy of Sciences, China; Wen Gao,Graduate University
of the Chinese Academy of Sciences, China

Abstract: In the scalable video coding (SVC) standard, spatial scalable coding outperforms simulcast coding
when programs with several display resolutions are needed. Nevertheless, it is not suitable for end devices
which only need the high resolution, due to a serious performance loss on the high spatial layer compared
with single layer coding. To tackle this dilemma, a selective inter-layer prediction (SIP) method is presented
in this paper. SIP attains an optimal trade-off by disabling inter-layer prediction on a set of selected frames.
Theoretically, this selection can be modeled as a 0-1 knapsack problem which can be solved by dynamic
programming. Experimental results show that the proposed method can achieve significant gains up to 1 dB on
the high spatial layer when the content of the low spatial layer is not needed, and can keep the loss unapparent
even when it is. The SIP method has been adopted into the SVC reference software JSVM on the JVT 19th
Meeting, held in Geneva.

14:20 BUFFER-BASED CONSTANT BIT-RATE CONTROL FOR SCALABLE VIDEO
CODING
Tea Anselmo, Daniele Alfonso,STMicroelectronics, Italy

Abstract: The emerging Scalable Video Coding (SVC) is an extension of H.264/AVC standard, which shows
improved coding efficiency and scalability functionalities with respect to previous scalable video coding ap-
proaches. These new functionalities make SVC suitable for meeting the increasing demand for multimedia data
and the diversification of network requirements and terminal devices capabilities. To this purpose, Rate Control
plays a key role in video coding process to fulfill all possible rate constraints. This paper presents a Constant
Bit-Rate (CBR) control algorithm suitable for multiple layers coding. The proposed single-pass CBR scheme
has been implemented into JSVM-8.0, the SVC reference software model, and experimental results show the
effectiveness of the proposed algorithm for single and multiple layers coding with different configurations.

14:40 A REDUNDANT FRAME STRATEGY TOWARDS ERROR ROBUSTNESS FOR
THE H.264-BASED SCALABLE VIDEO CODING SYSTEMS
A. C. Yu, Imperial College London, United Kingdom; Chaminda T.E.R. Hewage, Stewart
T. Worrall, Hezerul A. Karim, S. Dogan, Ahmet M. Kondoz,University of Surrey, United
Kingdom

Abstract: In this paper, a redundant frame strategy is introduced for the Scalable Video Coding (SVC)
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systems. The proposed algorithm aims to provide error robustness for key frames transmitted in unreliable
channels and error concealment at the decoder side. The technique employs correlated frames, the resultant
pictures constructed from successive key frames. By transmitting additional bit overhead, the error-protection
for the channel transmission is achieved. The performance of the algorithm is examined extensively with vari-
ous objective and subjective evaluations in both error-free and error-prone environments. The simulation results
show that the correlated frame can be used to recover the lost key frame, which prevents error propagation to
surrounding non-key pictures.

15:00 A LOW-COMPLEXITY APPROACH FOR INCREASING THE GRANULARITY
OF PACKED-BASED FIDELITY SCALABILITY IN SCALABLE VIDEO COD-
ING
Heiner Kirchhoffer, Detlev Marpe, Heiko Schwarz, Thomas Wiegand,Fraunhofer Insti-
tute for Telecommunications - Heinrich Hertz Institute, Germany

Abstract: Packet-based fidelity scalability (PFS) is a desirable feature in many video coding or transmission
applications. Any realization of PFS in a hybrid video coding approach, however, requires suitable concepts
for controlling drift and for generating sufficiently small increments in bit rate in order to allow progressive
refinements of perceptual quality relative to a given base layer quality. This paper addresses those problems in
the context of the scalable video coding (SVC) extension of H.264/AVC. We present an algorithmically simple
but yet remarkably well-performing method for packet-based fidelity scalability that is maximally consistent
with the existing entropy coding design of H.264/AVC, allows sufficiently small increments in bit rate, and has
been adopted as a normative element of SVC. We also discuss the benefits of the key picture concept of SVC
in view of our proposed PFS approach. Experimental results are presented that demonstrate the effectiveness
of our method for a few selected SVC conforming encoder configurations.
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Panel Session WedPM2: Video Content Protection: Does it Really Matter?

Location: Auditorium
Time: 15:20 - 16:35
Chair: Ed Delp,Purdue University, USA

Inald Lagendijk,Delft University of Technology, Netherlands

Niels Rump,Rightscom, UK

Ian S. Burnett,University of Wollongong, Australia

Touradj Ebrahimi,EPFL, Switzerland
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Poster Session WedPM3: Processing for Applications

Location: Poster Room
Time: 16:35 - 18:00

AWARENESS COMMUNICATION BASED ON FUNCTIONALLY LAYERED CODING
Masahiro Iwahashi, Takayuki Suzuki, Suriyon Tansuriyavong,Nagaoka University of Technology,
Japan; Somchart Chokchaitam,Thammasat University, Thailand

Abstract: This paper proposes a new video coding system which transmits functionally layered data for
awareness communication. The system can display awareness, which is defined as a blurred and semi-transparent
person region, by transmitting minimum data necessary for displaying the awareness. The minimum data con-
tains (1) person region (foreground) and (2) lower frequency band signals of the region for displaying blurred
person and (3) higher (MSB side) bit-planes of the band signals for displaying blurred and semi-transparent
person. Scenery without person (background) is previously transmitted. It becomes possible to reduce re-
dundancy in data transmission since (2) and (3) above are implemented by the band decomposition and the
bit-plane decomposition of the JPEG2000 (JP2K) international standard respectively.

MULTISTANDARD VIDEO DECOMPRESSION BASED ON A UNIFORM META FOR-
MAT STREAM
Henryk Richter, Erika M̈uller, University of Rostock, Germany

Abstract: In this paper, we propose an alternative design approach for multistandard video decompression
systems. The key component of our proposal is a self-contained and extensible meta data format for unified
description of image processing and reconstruction operations. Dividing between the syntactic layer of the
video coding schemes and the signal processing part, the meta data format offers the option of designing
straightforward hardware processing units without the burden of multiple higher layer bitstream management
considerations. The meta data concept provides additional benefits regarding the current trend in processor
development towards multi-core chips. The specified syntax is tailored for low computational overhead. Since
there is no backward channel required, the inter-process communication on software-driven multi-core and
multiprocessor systems can be reduced to a minimum.

MRI IMAGE RECONSTRUCTION USING MULTIFRAME INTEGRATION
Krzysztof Malczewski, Ryszard Stasinski,Poznan University of Technology, Poland

Abstract: The MRI reconstruction based on super-resolution back-projection algorithm is presented in the
paper. It is shown that the approach improves MRI spatial resolution in cases when PROPELLER sequences
are used. The PROPELLER MRI method collects data in rectangular strips rotated around the origin of the
k-space. Inter-strip patient motion is the premise for the use of super-resolution technique. Images obtained
from sets of irregularly located frequency domain samples are combined into the high resolution MRI image.
The super-resolution reconstruction replaces usually applied direct averaging of low-resolution images.
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FULLY COMPRESSED-DOMAIN TRANSCODER FOR PIP/PAP VIDEO COMPOSI-
TION
Nuno Roma, Leonel Sousa,INESC-ID / IST, Portugal

Abstract: An efficient architecture to perform Picture-In/And-Picture (PIP/PAP) composition in the com-
pressed DCT-domain is proposed in this paper. One of the main innovative features of this architecture is a
quite efficient least-squares motion re-estimation algorithm that is applied to improve the temporal prediction
mechanism. Experimental results have shown that the proposed architecture may provide up to 1.3dB PSNR
gain over a traditional DCT-domain approach, without any re-estimation of the composited motion vectors,
with a reduction of about 33% on the output bit-rate. Furthermore, the presented DCT-domain approach does
not impose any limitation on the composition setup, allowing each foreground video sequence to be placed
over any arbitrary location of the background sequence.

DETECTION OF FADING-IN/OUT TEXT REGIONS FROM MPEG VIDEOS
Takaaki Kashio,University of Fukui, Japan

Abstract: This paper proposes a new detection technique for fading-in/out text regions from MPEG bit-
streams based on a Markov model. We focus on the property that the luminance of a text region varies linearly
in fading. This feature together with the other one are extracted directly from a target MPEG bitstream and
they are fed into the Markov model to detect the status of text regions. The advantage of our approach lies
in the fact that erroneous feature values do not directly affect the resulting text region detection due to a good
behavior of the Markov model. A recall of 80% and a precision of 90% have been obtained for several sample
video sequences.

NON-UBIQUITOUS WATERMARKING FOR IMAGE AUTHENTICATION BY REGION
OF INTEREST MASKING
Huajian Liu, Martin Steinebach,Fraunhofer SIT, Germany

Abstract: In this paper we propose a novel watermarking scheme for image authentication with region of
interest (ROI). The watermark is embedded in a non-ubiquitous way avoiding degrading the fidelity of selected
image regions, while still providing an integrity protection for the whole image including these regions. The
localization resolution of tampered areas remains equal inside and outside of the watermarked regions. Ex-
perimental results demonstrate the proposed scheme can precisely localize the manipulations both inside and
outside the ROI(s).

NOISE PROCESSING FOR SIMPLE LAPLACIAN PYRAMID SYNTHESIS BASED ON
DUAL FRAME RECONSTRUCTION
Aditya Mavlankar, David Chen, Sameh Zakhary, Markus Flierl, Bernd Girod,Stanford University,
United States

Abstract: The Laplacian pyramid (LP) provides a frame expansion. Thus, there exist infinitely many syn-
thesis operators which achieve perfect reconstruction in the absence of quantization. However, if the subbands
are quantized in the open-loop mode then the dual frame synthesis operator, which is the pseudo-inverse of the
analysis operator, minimizes the mean squared error (MSE) in the reconstruction. Note that this requires mod-
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ification of the conventional simple synthesis scheme. For the open-loop mode, we propose novel quantization
noise processing at the encoder that allows us to achieve the same performance as dual frame reconstruction
and yet retain the simple synthesis scheme at the decoder. This has the advantage that the decoder can be
simple in structure as well as be agnostic of whether the encoder was open-loop or closed-loop and achieves
minimum MSE reconstruction for both cases. Experimental results show a gain of around 1 dB with the dual
frame reconstruction compared to the simple synthesis operator. Furthermore, experiments confirm that this
gain can also be obtained by retaining the simple synthesis operator and performing the proposed quantization
noise processing at the encoder.

MODEL-BASED TRANSRATING OF H.264 INTRA-CODED FRAMES
Naama Hait, David Malah,Technion - IIT, Israel

Abstract: This paper presents a transrating (bit-rate reduction) algorithm for H.264 intra-coded frames via
requantization. Previous works focused on adapting the input prediction modes to the lower bit rate and hence
performed requantization using a one-pass algorithm. We propose a model-based algorithm for uniform requan-
tization of the transform coefficients in intra-coded frames. The spatial prediction in such frames introduces
block dependencies. We suggest a novel statistical-based closed-loop model for estimating the relation between
the rate and the requantization step that overcomes the dependency problem. The performance of an overall
transrating system for H.264 coded video, incorporating this work for intra-coded frames and our previous
work for inter-coded frames is also examined.
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Poster Session WedPM4: Scalable Coding

Location: Poster Room
Time: 16:35 - 18:00

INTER-SCALE PREDICTION OF MOTION INFORMATION FOR A WAVELET-BASED
SCALABLE VIDEO CODER
Jens-Uwe Garbas, André Kaup,University of Erlangen-Nuremberg, Germany

Abstract: In this paper we present an efficient inter-scale motion vector prediction scheme for a wavelet
based scalable video codec which uses inter-scale wavelet prediction. The scalable video codec considered in
our work belongs to the class of 2D+t+2D schemes which applies 2-D spatial wavelet transform on the input
data first, motion compensated temporal transform second and further spatial decomposition at the last stage.
Although inter-scale wavelet coefficient prediction is proven to be very efficient in this coding scheme, inter-
scale motion prediction has not yet been analyzed in this context. We propose a prediction scheme that enables
exploitation of inter-scale motion redundancy and significantly enhances coding efficiency. PSNR increase of
up to 1.45 dB and side information rate savings of up to 13 % can be denoted, particularly for fast moving
sequences.

FROM AVC DECODER TO SVC: MINOR IMPACT ON A DATAFLOW GRAPH DE-
SCRIPTION
Maxime Pelcat, Ḿed́eric Blestel, Mickäel Raulet,IETR Image Group, France

Abstract: The Joint Video Team (JVT) of the ITU-T Video Coding Experts Group (VCEG) and the ISO/IEC
Moving Picture Experts Group (MPEG) has standardized a scalable video coding (SVC) extension of the
H.264/AVC standard. Thanks to SVC, it is possible to partially transmit or decode a video bitstream resulting
in various video qualities (spatial, temporal or reduced fidelity). Within our lab, the aim is to develop an SVC
decoder that is easily reconfigurable for different computing architectures such as mono or multiprocessors.
Our dataflow methodology enables such rapid prototyping and facilitates the extension from AVC to SVC. The
MPEG Reconfigurable Video Coding (RVC) project uses the same kind of dataflow description to unify MPEG
codecs in a single reconfigurable decoder. In this paper, ways to reuse AVC dataflow blocks are investigated
while developing an SVC decoder such as in RVC. Necessary memory extensions and enhancement layer
decoding optimisations are described as well as experimental results. Rapid prototyping on several architectures
shows that the impacts of SVC extension are quite limited. Furthermore, both processing time and memory
consumption remain reasonable.

SCALABLE MULTIPLE DESCRIPTION 3D VIDEO CODING BASED ON EVEN AND
ODD FRAME
Hezerul Abdul Karim, Chaminda T.E.R. Hewage, A. C. Yu, Stewart T. Worrall, S. Dogan, Ahmet
M. Kondoz,University of Surrey, United Kingdom

Abstract: Scalable multiple description video coding provides adaptability to bandwidth variations and re-
ceiving device characteristics and at the same time improves error robustness in multimedia networks. One
promising application includes error resilient scalable video conferencing in a virtual collaboration system. In
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this paper, a scalable multiple description video coding (MDC)is proposed for stereoscopic 3D video. Scalable
MDC has been applied to 2D video for error resilience but not much on 3D video. The proposed algorithm
enhances the error resilience of the base layer of H.264/SVC using even and odd frame based MDC. The per-
formance of the algorithm is examined in error free environment and in mobile WiMax (IEEE802.16e) error
prone environments. Simulation results show improved objective and 2D/3D subjective performance using the
proposed scalable MDC in an IEEE802.16e network at high error rates compared to single description coding
(SDC).

A WEIGHTED PREDICTION OF SPATIAL SCALABLE VIDEO CODING WITH INTER-
LAYER INFORMATION
Kazuya Hayase, Yukihiro Bandoh, Seishi Takamura, Kazuto Kamikura, Yoshiyuki Yashima,NTT,
Japan

Abstract: Weighted prediction (WP) is a very efficient tool to encode video scenes that contain brightness
variation caused by fade. Scalable Video Coding (SVC) extension of H.264/AVC can apply the WP tool of
H.264/AVC to each spatial layer. However, because the weighted parameter sets in the WP of SVC are assigned
to every slice, coding efficiency is degraded if the brightness variation is non-uniform in the slice. We propose
a new implicit mode WP for enhancement layers that can assign weighted parameter sets to every macroblock
or macroblock partition without bit addition; the sets are derived by referring to reconstructed signals of the
subordinate layer. Experiments show that the proposed implicit mode WP can achieve a significant coding gain
(up to 8.22% with average of 2.23%) over white/black fade-in/out scenes versus the conventional WP of the
SVC reference encoder.

LOW-COMPLEXITY POWER-SCALABLE MULTI-VIEW DISTRIBUTED VIDEO EN-
CODER
Li-Wei Kang, Chun-Shien Lu,Academia Sinica, Taiwan

Abstract: To meet the requirements of resource-limited video sensors, low-complexity video encoding tech-
nique is highly desired. In this paper, we propose a low-complexity power-scalable multi-view distributed video
encoding scheme by using the correlations among video frames from adjacent video sensor nodes via robust
media hashing extracted at encoder and using the global motion parameters estimated and fed back from the
decoder. In addition, the proposed method is power-scalable, which is adaptive based on the available power
supply of the video sensor. The power-rate-distortion behavior of the proposed scheme is also analyzed in order
to maximize the video quality under limited sensor resource allocation.

A NOVEL CLASSIFIED RESIDUAL DCT FOR HYPERSPECTRAL IMAGES SCAL-
ABLE COMPRESSION
Jing Zhang, Guizhong Liu,Xi’an Jiaotong University, China

Abstract: Transform-based lossy compression has a huge potential for image compression. In this paper,
we propose a scalable lossy compression algorithm using transform technology for hyperspectral images. The
novelty of this paper lies in the classified residual DCT (Discrete Cosine Transform) as a spectral decorrelator.
The classified residual DCT is an improvement of the traditional DCT, which makes the performance of DCT
more close to the performance of KLT that is considered as the optimal transform for data compression in a

69



Wednesday, November7th, 2007

statistical sense. After 2D wavelet transform in the spatial domain and classified residual DCT in the spectral
domain, an appropriate 3D-SPIHT image coding scheme is applied to the transformed coefficients, which
makes the bit stream have scalable property. Experiments show that our proposed algorithm is capable of
providing a high compression performance.

RATE CONTROL FOR SPATIAL SCALABLE CODING IN SVC
Long Xu, Wen Gao, Xiangyang Ji, Debin Zhao,ICT,CAS,China, China; Siwei Ma,Department of
Electrical Engineering, University of Southern California, China

Abstract: In this paper, we present a new rate control scheme for spatial and coarse-grain-SNR (CGS)
scalable coding in SVC. Firstly, a rate-distortion (R-D) model is provided for I/P/B frames according to mode
analysis. Secondly, an efficient hierarchical bit allocation and two-pass refinement of quantization parameter
(QP) are proposed. Thirdly, a standard deviation prediction between inter layers is presented. The experiments
show that the proposed rate control scheme can achieve an average PSNR improvement of 0.3-0.7dB on average
in terms of PSNR against the anchor scheme using hierarchical B frame coding with fixed QP. Meanwhile, the
mismatch between target bit rate and real coded bit rate does not exceed 2%.

THE INFLUENCE OF BITRATE ALLOCATION TO SCALABILITY LAYERS ON
VIDEO QUALITY IN H.264 SVC
Andreas Unterweger,Salzburg University of Applied Sciences, Austria; Herbert Thoma,Fraun-
hofer Institute for Integrated Circuits, Germany

Abstract: After the finalization of the scalable video coding standard, H.264 SVC faces a wide range of
usage areas. In an effort to save bandwidth (and therefore costs) while satisfying the customers’ need for high
perceptual quality, it is necessary to find an optimal tradeoff between base and enhancement layer bit rate. This
paper will analyse the influence of the possibilities H.264 SVC offers to maximize the video quality for a given
total bit rate. This will be achieved by varying the number of spatial and quality layers in the SVC stream and
the bit rate spent for each layer. The bit rate distributions considered ideal in terms of overall quality will be
outlined and compared with the distributions analysed.

JOINT CONTENT AND TEMPORAL CORRELATION ADAPTIVE MCTF
Jianru Xue, Shugang Guo,Institute of Artifical Intelligence and Robotics, Xi’an Jiaotong Univer-
sity, China; Xuguang Lan, Nanning Zheng,Institute of Artificial Intelligence and Robotics, Xi’an
Jiaotong University, China

Abstract: In this paper, we propose an adaptive lifting-based Motion- Compensated Temporal Filtering
(MCTF) framework which can remove both long and short range temporal redundancies by choosing wavelet
kernels with different support sets according to temporal correlations in the video sequence. The framework
can also separate noise and sampling artifacts from the reconstructed frames by embedding a spatial predicted
update step into each lifting step. To support the adaptive MCTF, we also use an improved hierarchical variable
size block matching algorithm for motion trajectory estimation. Experimental results confirm that the proposed
framework improves both the rate-distortion performance and the visual quality of the reconstructed video
significantly.
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ORTHOGONALITY OF DWT AND CORRELATION OF DISTORTION
Shogo Muramatsu, Atsuyuki Adachi, Minoru Hiki, Hisakazu Kikuchi,Niigata University, Japan

Abstract: This work shows the significance of orthogonality of discrete wavelet transforms (DWTs) in its
application to video coding. As well, a novel design method of orthogonal symmetric non-separable DWTs
with a lattice structure is proposed. It is known that DWTs employed in JPEG2000 cause flickering artifacts
in its low bit-rate video coding applications. Through simulations that reconstruct a picture from random
transform coefficients, it is pointed out that the orthogonality of DWTs influences to spatial correlation of
distortion, which visually causes the annoying flickering artifacts. Unlike biorthogonal DWTs, orthogonal
ones preserve the whiteness of subbands in the reconstructed picture and suppresses the flickering artifacts.
The relation between the orthogonality and correlation of distortion is also numerically evaluated through
experiments with real motion pictures.

LOW COMPLEXITY LOW DELAY FGS CODING WITH ADAPTIVE REFERENCE
Xianglin Wang,Nokia Inc, United States

Abstract: In this paper, a fine granularity SNR scalable video coding scheme is presented. Targeted for low
delay applications requiring high coding efficiency, temporal prediction is incorporated into the FGS layer of
closed-loop P frames with the prediction formed adaptively from enhancement layer and base layer references.
This generally requires motion compensation at both enhancement layer and base layer for decoding a FGS
frame, which results in high computation complexity when multiple FGS layers are involved. The coding
scheme presented in this paper can efficiently reduce the complexity in such cases. With this method, two
motion compensations are sufficient for decoding a FGS frame regardless of which FGS layer is to be decoded,
while preserving good coding efficiency.
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Keynote Session ThursAM1: From Picture Coding to Image Understand-
ing: Finding the Object of Interest

Location: Auditorium
Time: 08:30 - 09:30
Chair: Paulo Correia,Instituto Superior T́ecnico - Instituto de Telecomunicações, Portugal

FROM PICTURE CODING TO IMAGE UNDERSTANDING: FINDING THE OBJECT OF
INTEREST
Tsuhan Chen,Carnegie Mellon University, United States

Abstract: From Discrete Cosine Transform to 3D model-based coding, the progress of picture coding goes
hand-in-hand with the progress of image understanding. Among recent image understanding techniques, topic
models have become a popular approach to object discovery, i.e., extracting the ”object of interest” from a
set of images, in a completely unsupervised manner. In this talk, we will outline this approach, and extend it
from still images to motion videos, using a novel spatial-temporal framework that models both the appearance
and the motion of the object of interest. The spatial and temporal models are tightly integrated so that motion
ambiguities can be resolved by appearance, and appearance ambiguities can be resolved by motion. This
framework finds application in video retrieval (e.g., Google Video or YouTube), video surveillance, and of
course, picture coding.
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Oral Session ThursAM2: 3D and Multiview Video Coding

Location: Auditorium
Time: 09:30 - 10:50
Chair: Bernd Girod,Stanford University, USA

09:30 TIME-CONSTANT HISTOGRAM MATCHING FOR COLOUR COMPENSA-
TION OF MULTI-VIEW VIDEO SEQUENCES
Ulrich Fecker, Marcus Barkowsky, André Kaup, University of Erlangen-Nuremberg,
Germany

Abstract: Significant advances have recently been made in the coding of video data recorded with multiple
cameras. However, luminance and chrominance variations between the camera views may deteriorate the
performance of multi-view video codecs and renderers. In this paper, the usage of time-constant histogram
matching is proposed to compensate these differences in a pre-filtering step. It is shown that the usage of
histogram matching prior to multi-view video coding leads to significant gains for the coding efficiency of
both the luminance and the chrominance components. Histogram matching can also be useful for image-
based rendering to avoid incorrect illumination and colour reproduction resulting from miscalibrations in the
recording setup. It can be shown that the algorithm is further improved by additionally using RGB colour
conversion.

09:50 MULTI-VIEW VIDEO CODING VIA VIRTUAL VIEW GENERATION
Erhan Ekmekcioglu, Stewart T. Worrall, Ahmet M. Kondoz,University of Surrey, Centre
for Communications Systems Research, United Kingdom

Abstract: In this paper, a multi-view video coding method via generation of virtual picture sequences is
proposed. Pictures are synthesized for the sake of better exploitation of the redundancies between neighbouring
views in a multi-view sequence. Pictures are synthesized through a 3D warping method to estimate certain
views in a multi-view set. Depth map and associated colour video sequences are used for view generation
and tests. H.264/AVC coding standard based MVC draft software is used for coding colour videos and depth
maps as well as certain views which are predicted from the virtually generated views. Results for coding these
views with the proposed method are compared against the reference H.264/AVC simulcast method under some
low delay coding scenarios. The rate-distortion performance of the proposed method outperforms that of the
reference method at all bit-rates.

10:10 3-D STRUCTURE ASSISTED REFERENCE VIEW GENERATION FOR H.264
BASED MULTI-VIEW VIDEO CODING
Burak Ozkalayci, O. Serdar Gedik, A. Aydin Alatan,METU, Turkey

Abstract: A 3D geometry-based multi-view video coding (MVC) method is proposed. In order to utilize
the spatial redundancies between multiple views, the scene geometry is estimated as dense depth maps. The
dense depth estimation problem is modeled by using a Markov random field (MRF) and solved via the belief
propagation algorithm. Relying on these depth maps of the scene, novel view estimates of the intermediate
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views of the multi-view set is obtained with a 3D warping algorithm, which also performs hole-filling in the
occlusion regions. The proposed MVC method, based on H.264 standard, encodes a number of reference
views in a hierarchical manner and the generated novel predictions are employed in the hierarchical coding
scheme. The proposed MVC method is tested against the well-known JMVM compression algorithm, yielding
comparable performances, while additionally providing 3D structure information of the observed scene.

10:30 LOSSY COMPRESSION OF VOLUMETRIC MEDICAL IMAGES WITH 3D
DEAD ZONE LATTICE VECTOR QUANTIZATION
Gaudeau Yann,CRAN - Nancy-University, France; Jean-Marie Moureaux,CRAN- Nancy
University, France

Abstract: This paper presents a new lossy coding scheme based on 3D Wavelet Transform and Lattice
Vector Quantization for volumetric medical images. The main contribution of this work is the design of a new
codebook enclosing a multidimensional dead zone during the quantization step which enables to better account
correlations between neighbour voxels. Furthermore, we present an efficient rate-distortion model to simplify
the bit allocation procedure for our intra-band scheme. Our algorithm has been evaluated on several CT an MR
image volumes. At high compression ratios, we show that it can outperform the best existing methods in terms
of rate-distortion trade-off. In addition, our method better preserves details and produces thus reconstructed
images less blurred than the well-known 3D SPIHT algorithm which stands for a reference.
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Poster Session ThursAM3: Multiview Video Coding

Location: Poster Room
Time: 10:50 - 12:00

VIEW INTERPOLATION PREDICTION FOR MULTI-VIEW VIDEO CODING
Cheon Lee, Kwan-Jung Oh, Yo-Sung Ho,Gwangju Institute of Science and Technology, South
Korea

Abstract: Since multi-view video is a collection of videos captured by a multiple camera array, the volume of
data is huge. Various algorithms have been developed for multi-view video coding. In this paper, we propose
two methods: efficient view interpolation and ’VIP P-picture’ coding. The view interpolation method includes
initial disparity estimation, variable block-based matching, and pixel-level disparity estimation operations. The
’VIP P-picture’ coding method is an additional motion estimation process at the encoder. The proposed view
interpolation method improves objective quality of generated images up to about 1 4 dB, and the ’VIP P-picture’
coding method increases the average coding gain about 0.66 dB in well synthesized sequences.

OPTIMAL SUBBAND BIT ALLOCATION FOR MULTI-VIEW IMAGE CODING WITH
DISPARITY COMPENSATED WAVELET LIFTING TECHNIQUE
Wuttipong Kumwilaisak, Pongsak Lasang,KMUTT, Thailand

Abstract: This paper presents the optimal subband bit allocation based on a new rate distortion (R-D) model
for multi-view image coding with disparity-compensated wavelet lifting. First, the distortion prediction of the
reconstructed multi-view image with lifting scheme is presented. A new rate distortion model combining the
exponential and power model is developed. Then, the analyzed prediction error and rate distortion model are
used in the optimal bit allocation framework. The bit allocation framework allocates bits to all subbands with
the goal to minimize distortion of the reconstructed multi-view images. Low-pass and high-pass subbands
are compressed by SPIHT [5] with the optimal bit solution. We verify the proposed method with several test
multi-view images. Simulation results show that the bit allocation based on the proposed method provides
close results to the exhaustive search method in both allocated bits and PSNR. It also outperforms the uniform
bit allocation over a wide range of target bit rate.

DIAGONAL INTERVIEW PREDICTION FOR MULTIVIEW VIDEO CODING
Ping Yang, Yun He,Tsinghua University, China

Abstract: Multi-view video receives many attentions in these years, because it can support a wide range of
applications, such as 3D video communication and free view point video. To improve the coding efficiency,
multi-view video coding not only employs temporal predictions but also predictions between different views.
This paper investigates the parallel computing, low delay and scalability problems induced from the temporal-
spatial predictions, proposes a diagonal interview prediction (DIP) structure. It is shown in the test results that
the DIP can exploit the correlations between different views largely, it can support parallel computing, low
delay and scalable decoding features, and it obtains a high coding gain especially for the large motion cases.
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VIEW GENERATION FOR FTV IN CIRCULAR CAMERA ARRANGEMENT
Takeshi Uemori, Tomohiro Yendo, Toshiaki Fujii, Masayuki Tanimoto,Nagoya University, Japan

Abstract: There are many researches about the methods to generate free viewpoint image in linear camera
arrangement, but it is rare in circular camera arrangement. In this paper, we propose a novel method to generate
free viewpoint image for FTV in circular camera arrangement. This method is based on the Ray-Space method,
which is one of the Image Based Rendering (IBR) techniques. We can generate arbitrary views by interpolating
ray data of the Ray-Space that is constructed by collecting all images of a sequence captured by cameras
arranged circularly but not enough in number. Moreover, by analyzing the trajectory of a ray in the Ray-Space,
our method can be applied to the case using perspective cameras or the case that the object is not at the center
of the circle or it is not small enough compared to the circle.

MULIRESOLUTION, ADAPTIVE VECTOR QUANTIZATION AND PERCEPTUAL
BASED MULTIVIEW IMAGE CODEC
Akbar Sheikh Akbari, Nishan Canagarajah, David Redmill, David Bull,Bristol University, United
Kingdom

Abstract: This paper presents a multiresolution adaptive vector quantization and perceptual based multiview
image coding scheme. It decorrelates the input views into a number of subbands using a lifting based wavelet
transform. The coefficients in the same subbands of different views are divided into vectors and then joined
together. The resulting vectors are then vector quantized using an adaptive vector quantization scheme. Per-
ceptual weights are designed for different viewing distances and used in the vector selection and bit allocation
stages of the adaptive vector quantization technique. In order to evaluate the performance of the proposed
codec, two sets of multiview test images were coded using the proposed codec with and without employing
perceptual weights and the monoview vector quantization coding algorithm. Results indicated that the pro-
posed codec with and without using perceptual weights significantly outperform the basic vector quantization
technique. Results also showed that the proposed technique with perceptual weights gave superior objective
and subjective image quality compared to the algorithm without perceptual weights.

BUFFER REQUIREMENT ANALYSES FOR MULTIVIEW VIDEO CODING
Ying Chen,Tampere University of Technology, Finland; Ye-Kui Wang,Nokia Research Center,
Finland; Moncef Gabbouj,Tampere University of Technology, Finland

Abstract: Multiview video coding (MVC), which is becoming an extension of H.264/AVC, is currently under
development by the Joint Video Team (JVT). Compared to H.264/AVC, the main new compression tool in MVC
is inter-view prediction, which, among others, causes a substantial increase of the decoded picture buffer (DPB)
size. Therefore to have an efficient buffer management for MVC is highly desirable. In this paper, we provide
analyses of minimum buffer requirements for typical MVC coding structure with two coding methods, view-
first coding and time-first coding. The analysis results are helpful in designing reference picture management
or reference picture marking methods.
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TWO NOVEL METHODS FOR FULL FRAME LOSS CONCEALMENT IN STEREO
VIDEO
Cagdas Bilen, Anil Aksay, Gozde Akar,Middle East Technical University, Turkey

Abstract: Streaming media applications often suffer from packet losses in wired or wireless IP links. In order
to get reasonable degree of quality in case of packet losses, it is necessary to have error concealment tools at
the decoder. Even though several research has been done on monoscopic video, very few studies are found in
the literature for stereoscopic error concealment. In this paper we propose novel full frame loss concealment
algorithms for stereoscopic sequences. The proposed methods use redundancy and disparity between the two
views and motion information between the previously decoded frames to estimate the lost frame. The results
show that, the proposed algorithms outperform the monoscopic methods when they are applied to the same
view as they are simulcast coded
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Poster Session ThursAM4: Image Coding

Location: Poster Room
Time: 10:50 - 12:00

A NOVEL LOSSLESS IMAGE COMPRESSION APPROACH ”COOPERATIVE PREDIC-
TION”
Cihan Topal,Ömer Nezih Gerek,Anadolu University, Turkey

Abstract: Conditional predictive coders (such as LOCO, CALIC, etc.) split the prediction rule into logical
cases (channels) and produce prediction residuals for each case. It is a known fact that the distributions of these
separate channels usually exhibit sharp, but mean-shifted shapes. If the mean-shift amount for each channel is
determined and compensated for, the overall prediction error provides smaller entropy with a sharper distribu-
tion. In this work, several prediction rules are tested for obtaining sharp and possibly mean-shifted or skewed
individual prediction channel outputs. The overall prediction output was not considered as the optimization cri-
teria. By compensating for the shifts of each channel mean, very sharp and symmetric distributions are sought
at each channel, so that the combination of these channels provides an overall sharp prediction error distri-
bution. It is shown that the proposed method provides better compression results than the celebrated LOCO
which is the well-known efficient lossless compression algorithm.

A GENERALIZATION OF ZEROTREE CODING ALGORITHMS
Luca Cicala,CIRA (Italian Aerospace Research Center), Italy; Giovanni Poggi,Univ. ”Federico
II” - Naples, Italy

Abstract: Despite the release of the JPEG-2000 standard, wavelet-based zerotree coders keep being object of
intense research because of their conceptual simplicity and excellent performance. In this work we show that
any zerotree coder can be described by specifying the involved data structures (typically, order-k zerotrees) and
a very limited set of tree decomposition rules. This simple grammar allows one to easily design and implement
new zerotree coders, with performance sometimes superior to existing algorithms.

IMPROVING CALIC PERFORMANCE ON BINARY IMAGES
Sherif Moursi, Mahmoud El-Sakka,The University of Western Ontario, Canada

Abstract: Context-based Adaptive Lossless Image Codec (CALIC) is one of the most efficient lossless encod-
ing techniques for continuous-tone images. However, its performance is considerably downgraded on images
with fewer and widely separated grey levels. As a result of this, CALIC may provide lower compression
rates in binary images. In this paper we provide an improved version of CALIC that gives better compression
performance in binary images, without negatively affecting the performance on other type of images.

78



Thursday, November8th, 2007

L-INFINITY PROGRESSIVE IMAGE COMPRESSION
Armando Pinho, Ant́onio Neves,University of Aveiro, Portugal

Abstract: This paper presents a lossless image coding approach that produces an embedded bit-stream op-
timized for L-infinity-constrained decoding. The decoder is implementable using only integer arithmetic and
is able to deduce from the bit-stream the L-infinity error that affects the reconstructed image at an arbitrary
point of decoding. The lossless coding performance is compared with JPEG-LS and JPEG2000. Operational
rate-distortion curves, in the L-infinity sense, are presented and compared with JPEG2000.

IMPROVED REDUNDANCY REDUCTION FOR JPEG FILES
Matthias Stirner, Gerhard Seelmann,HTW Aalen, Germany

Abstract: In this paper several methods are presented that allow improved compression of JPEG image files.
This is mainly achieved through segmented entropy coding in reference to the EOBs (End-of-Block) of the 8x8
DCT transformed macroblocks. All of the algorithms discussed here are implemented in the freely available
JPEG compression software ’packJPG’. Our approach reduces baseline JPEG image file sizes by an average of
15%, based on tests with the Kodak image set and 800 randomly selected JPEG files. This is an improvement
of about 5% over a recent proposal for the JPEG standard.

PIECEWISE SMOOTH IMAGE COMPRESSION USING NORMAL DISPLACEMENT
MAPS
Ward Van Aerschot, Maarten Jansen, Adhemar Bultheel,K.U.Leuven, Belgium

Abstract: This paper applies the idea of normal mesh techniques, utilized in CG rendering applications of
smooth manifolds in 3d space, to piecewise smooth functions defined on the plane. The nonsmoothness of
these functions is located along a smoothly varying curve in the domain. The nonlinear nature of the proposed
method allows to deal with the ’regularity’ of the curve. The smooth curve is approximated by a polyline
existing of triangle edges of the adaptively created nested triangulations. The proposed method can be used
in transform coders generating sparse representations of piecewise smooth colored images. We state a full
compression algorithm to encode images where all information is located in one smooth contour.

A MULTIRESOLUTION APPROACH FOR THE CODING OF EDGES OF STILL IM-
AGES USING ADAPTIVE ARITHMETIC CODING
Guillaume Jeannic, Vincent Ricordel, Dominique Barba,IRCCyN / IVC / University of Nantes,
France

Abstract: An edge coding scheme based on chain code representation in an multiresolution image coding
context is presented. Our method enhances the coding scheme that describes the source structure with Markov
models by using also an a priori knowledge from the previous decoded resolution images. Experiments using
adaptive arithmetic coding have shown up to a 5% improvement for the bitrate compared to a Markovian
scheme.
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MULTISCALE RECURRENT PATTERNS AND GENERALISED SIDE-MATCH AP-
PLIED TO IMAGE COMPRESSION
Eddie Filho,Centro de Cîencia, Tecnologia e Inovação do Ṕolo Industrial de Manaus, Brazil;
Úrsula Abecassis,Fundaç̃ao Centro de Ańalise, Pesquisa e Inovação Tecnoĺogica, Brazil; Waldir
Júnior, Universidade Federal do Amazonas - CETELI, Brazil; Eduardo Silva,Universidade Fed-
eral do Rio de Janeiro, Brazil; Murilo Carvalho,Universidade Federal Fluminense, Brazil

Abstract: The Side-Match Multidimensional Multiscale Parser (SM-MMP) is a coding method based on
the approximate multiscale pattern matching concept, where the dictionary is built considering smoothness
constraints around block boundaries. This assumption can favor the coding of smooth signals, resulting in
superior-quality reconstructed representations. In this work, a generalized framework for side-match is pre-
sented, in which the match attempt with neighboring blocks is performed in a hierarchical way and with a
greater degree of restriction. An improved dictionary usage strategy is also presented, which employs elements
from the causal neighborhood of the input block. The simulations performed on gray-scale images show that
the proposed method is effective, presenting superior performance when compared to its predecessor.

AN EFFICIENT COMPRESSION ALGORITHM FOR HYPERSPECTRAL IMAGES
BASED ON A MODIFIED CODING FRAMEWORK OF H.264/AVC
Guizhong Liu, Fan Zhao,Xi’an Jiaotong University, China

Abstract: In this paper, an efficient compression algorithm for hyperspectral images is proposed, which is
based on a modified coding framework of H.264/AVC. In virtue of the flexible and diverse prediction modes
of H264/AVC, the most suitable ones are assigned for the macroblocks ( 16*16 pixel regions of a band) of the
hyperspectral images other than for the whole band images. Only the 4*4 mode is employed for the intra-band
prediction in view of the fact that correlation coefficients of pixels separated by not more than four pixels in the
spatial domain are greater than 0.65 at most cases. After the optimal reference band is determined by the fast
reference band selecting algorithm, the inter-band prediction mode is determined then. Thus, a modified coding
scheme is proposed to speed up the implemental process with the fast reference band selection algorithm, the
integer DCT and the quantification which just needs multiplication and bit-shifts operations. Several AVIRIS
images are used to evaluate the proposed algorithm. Compared with the state of- the-art 3D-based compression
algorithms, the proposed algorithm achieves the best compression performance at different rates.

A MULTI-LATTICE DIRECTION-ADAPTIVE DEARTIFACTING FILTER FOR IMAGE
& VIDEO CODING
Oscar Divorra Escoda, Peng Yin, Cristina Gomila,Thomson Corporate Research, United States

Abstract: Recent video coding strategies, such as H.264/AVC, incorporate an in-loop deblocking filter in
order to palliate the effects of quantization noise. This assumes a smooth model of the signal which makes
it unable to deal with the quantization noise introduced in textured regions and/or near image edges. In or-
der to overcome that, alternative approaches based on sparsity-based denoising using DCT filtering assume a
piecewise-statitionary model of video pictures. However, non-i.i.d. characteristics of quantization noise and
structural similarity between DCT artifacts and the DCT used for filtering may make some artifacts remain
after filtering under strong compression conditions. This paper presents a study on a filter for quantization
noise reduction using sparse decompositions on several lattice samplings of pictures (e.g. quincunx sampling).
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This allows for direction adaptive filtering in order to exploit signal components that are neither vertically nor
horizontally oriented. As shown in the results, this helps improving PSNR as well as to be more robust to the
visual impact of non-i.i.d. noise on filtered pictures.

A NEW CHAIN CODING BASED METHOD FOR BINARY IMAGE COMPRESSION
AND RECONSTRUCTION
Saif Zahir,UNBC, Canada

Abstract: In this paper, we present a hybrid chain coding based scheme for contours and binary image
compression and reconstruction. The proposed scheme comprises of a lossless and a lossy parts. This scheme
is designed in such a way to generate extensive number of replicate links in the contours that can be assembled
according to our (n10, 5) rule that can be highly compressed. Furthermore, for the lossy part, we introduce a
new line processing technique to smooth the contours while maintaining high image quality. The experimental
results show that the proposed method surpasses all published chain coding methods including FCC, DCC,
DCC-8, VCC, CRCC, and L&Z. In addition, this scheme produced significantly higher compression ratio than
WinZip, G3, G4, JBIG1, and JBIG2 standards.

TOWARDS LOSSLESS COMPRESSION USING IMAGE HIERARCHIES
Jorge Alejandro Butron-Guillen, Richard Harvey,University of East Anglia, United Kingdom

Abstract: This paper considers lossless image compression for grey-scale connected-set regions. We show
that images can be analysed as a hierarchy or tree of connected-set regions. This tree represents a scale-space
decomposition of the image and, for complicated images, could contain a great number of nodes. We examine
different morphological implementations of skeleton algorithms which can be used for coding regions. We also
discuss the possibilities for compression by removing redundancies found between parent-child relations in the
nodes of the sieve tree. Although skeletons tend not to be used as an efficient region coding method in general
compressors, here we show that they could represent an advantage for certain applications where the images
contain large flat-zones or large untextured regions.

LOW-COMPLEXITY LOSSLESS COMPRESSION OF HYPER- AND ULTRA-
SPECTRAL IMAGES BASED ON SLEPIAN-WOLF CODING
Enrico Baccaglini,Politecnico di Torino, Italy; Mauro Barni, Luca Capobianco, Andrea Garzelli,
University of Siena, Italy; Enrico Magli,Politecnico di Torino, Italy; Filippo Nencini,University
of Siena, Italy; Raffaele Vitulli,ESA-ESTEC, Netherlands

Abstract: Distributed source coding makes it possible to develop compression algorithms with a low-complexity
encoder, while most of the signal modeling is moved to the decoder. This structure is an excellent match to the
remote sensing scenario, in which the on-board processing units have limited computational capabilities. More-
over, remote sensing images do not exhibit motion, which greatly simplifies the design of a distributed coder. In
this paper we propose a new algorithm for lossless compression of remote sensing images, based on distributed
source coding. The objective of this algorithm is to achieve very low-complexity encoding, with performance
as close as possible to a full-complexity coder. The complexity reduction is obtained by coding each spectral
channel separately, whereas high coding efficiency is achieved through joint decoding. Experimental results on
hyperspectral and ultraspectral images show that the proposed algorithm has significantly better performance
than JPEG-LS, with similar complexity. We also provide profiling results on a Leon-2 architecture.
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Keynote Session ThursPM1: DCT, Wavelets and X-lets: The Quest for Im-
age Representation, Approximation and Compression

Location: Auditorium
Time: 12:00 - 13:00
Chair: Luis Ducla Soares,Instituto Superior de Ciências do Trabalho e da Empresa - Instituto

de Telecomunicaç̃oes

DCT, WAVELETS AND X-LETS: THE QUEST FOR IMAGE REPRESENTATION, AP-
PROXIMATION AND COMPRESSION
Martin Vetterli,EPFL, Switzerland and UC Berkeley, United States

Abstract: Expansion of signals in orthonormal bases is central to signal and image processing. From the KLT
and its approximation, the DCT, basic transform coding has been very successful. Over the last 15 years or so,
wavelets have appeared as a powerful alternative to the more traditional Fourier like representations, having
impact for example on image coding standards, like JPEG2000. We first briefly review Fourier and wavelet
bases, and address approximation theoretic properties, in particular the interesting behavior of certain simple
non-linear approximation schemes for piecewise smooth signals. We extend this to compression schemes, in-
dicating the basic difference between approximation and compression. We then move to the ”real” problem,
namely schemes suited for true two-dimensional signals, with objects having smooth 1-dimensional singular-
ities, or contours. We review recent constructions in this area, including curvelets, contourlets, directionlets
as well as signal adaptive schemes. The challenge of constructing generic two-dimensional bases that have
optimal approximation behavior is described, and the various proposals contrasted. In particular, the proof that
contourlets can achieve the optimal 1/M2 NLA rate will be briefly outlined. We end by pointing out areas
of current research. First, a challenge is certainly finding practical schemes. This entails dealing with finite
size data, as well as sampled and possibly noisy data. Only this will allow using new bases for ”real” com-
pression tasks. In addition, new types of imagery start appearing, where true multidimensional processing will
be required, like for example plenoptic images. The applicability of directional analysis in such cases will be
discussed. This talk is based on work done with a number of collaborators, in particular B.Beferull-Lozano
(UValencia), M.Do (UIUC), P.L.Dragotti (Imperial),L.Sbaiz (EPFL), P.Vandewalle (EPFL) and V.Velisavljevic
(DTelekom).
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Oral Session ThursPM2: Distributed Source Coding

Location: Auditorium
Time: 14:00 - 15:20
Chair: Luis Torres,Technical University of Catalonia, Spain

14:00 ON EXTRAPOLATING SIDE INFORMATION IN DISTRIBUTED VIDEO COD-
ING
Stefan Borchert, Ronald Westerlaken,TU Delft, Netherlands; Rene Klein Gunnewiek,
Philips, Netherlands; Inald Lagendijk,TU Delft, Netherlands

Abstract: The ongoing research in Distributed Video Coding (DVC) for low complexity encoding is trying
to bridge the substantial performance gap to well known state-of-the-art coders. We introduce our true mo-
tion based extrapolation scheme and compare its performance to other state of the art systems in the field of
DVC. The results of the extrapolation based approach display nearly the same performance as interpolation
based ones. These results are also significantly better than the results from other state of the art extrapolation
approaches. Furthermore we study the inluence of the motion estimation part by investigating an interpola-
tion approach, based on the same scheme. Finally, we study the losses incurred by using only past frames to
represent the motion in the current one.

14:20 DISTRIBUTED VIDEO STREAMING USING COMPLETE COMPLEMEN-
TARY SEQUENCES
Chadi Khirallah, Vladimir Stankovic, Lina Stankovic (Fagoonee),Lancaster University,
United Kingdom; Yang Yang, Zixiang Xiong,Texas A&M University, United States

Abstract: In many distributed video streaming applications multiple terminals stream correlated video data
to a central station to be processed. The fact that those terminals may be placed within a short range of each
other in a time-varying environment, results in a high level of interference, multipath fading and noise effects.
One classical solution to reduce those effects is to employ the well-known spread spectrum technique; however,
this leads to a substantial increase in the required bandwidth and usually makes the system not acceptable for
real-time wireless video communications. In this paper we provide a novel spreading scheme that reduces the
required bandwidth by exploiting correlation among different terminal observations of a video source without
performance penalty. Results obtained show reduction in a terminal transmission rate of approximately 1
Mbit/sec per terminal for the same reconstructed video quality.

14:40 DYNAMIC COMPLEXITY CODING: COMBINING PREDICTIVE AND DIS-
TRIBUTED VIDEO CODING
Stefaan Mys, J̈urgen Slowack, Jozef Skorupa, Peter Lambert, Rik Van de Walle,Multi-
media Lab - UGent, Belgium

Abstract: In this paper a new video coding paradigm called dynamic complexity coding is presented. It
combines conventional predictive coding techniques and distributed video coding concepts to create a codec
that is able to adapt to the possibly varying complexity constraints imposed on both encoder and decoder. The

83



Thursday, November8th, 2007

main idea is to share the complex motion estimation computations in a dynamic way: if the encoder has more
resources available than the decoder, it will do most of the motion search, and vice versa. We present and
discuss a dynamic complexity codec that uses a spatial approach, having three modes of operation: predictive
video coding mode, hybrid video coding mode using a checkerboard pattern and distributed video coding mode.

15:00 SPATIAL MODELS FOR LOCALIZATION OF IMAGE TAMPERING USING
DISTRIBUTED SOURCE CODES
Yao-Chung Lin, David Varodayan, Bernd Girod,Stanford University, United States

Abstract: Media authentication is important in content delivery via untrusted intermediaries, such as peer-
to-peer (P2P) file sharing. Many differently encoded versions of a media file might exist. Our previous work
applied distributed source coding not only to distinguish the legitimate diversity of encoded images from tam-
pering but also localize the tampered regions in an image already deemed to be inauthentic. An authentication
decoder was supplied with a Slepian-Wolf encoded image projection as authentication data. A localization
decoder required only incremental localization data beyond the authentication data since we use rate-adaptive
distributed source codes. We extend the localization decoder with 1D and 2D spatial models to exploit the con-
tiguity of the tampered regions. Our results show that the spatial decoders save 10% to 17% of authentication
plus localization data size and offer greater confidence in tampering localization.
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Panel Session ThursPM3: Distributed Video Coding: Trends and Challenges

Location: Auditorium
Time: 15:20 - 16:35
Chair: Touradj Ebrahimi,EPFL - Swiss Federal Institute of Technology, Switzerland

Bernd Girod,Stanford University, USA

Martin Vetterli,EPFL, Switzerland and UC Berkeley, USA

Pier Luigi Dragotti,Imperial College London, UK

Zixiang Xiong,Texas A&M University, USA
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Poster Session ThursPM4: Implementation

Location: Poster Room
Time: 16:35 - 18:00

EFFICIENT AND ACCURATE IMPLEMENTATION OF IMAGE SCALING IN THE FRE-
QUENCY DOMAIN
Arianne T. Hinds, Nenad Rijavec, Joan L. Mitchell,InfoPrint Solutions Company, United States

Abstract: Image scaling, particularly by powers of two, has previously been shown as implemented efficiently
by direct manipulation of coefficients in the frequency domain. Typically, these coefficients are computed via
the 8x8 DCT, or other block transforms, for their compressed storage in popular standard formats such as JPEG
or MPEG. Many existing implementations of these image scaling algorithms use coarse fixed-point approxi-
mations for the floating point constants required by their definitions. This paper demonstrates application of a
new methodology to approximate the floating point constants needed to perform scaling down of an image in
the frequency domain. Our fixed-point implementation is a multiplierless and relatively precise (as shown by
PSNR) implementation of the algorithm and is suitable for applications, such as high speed and high resolution
color printing, where the visual quality of the resulting scaled image cannot be compromised.

PIPELINING ARCHITECTURE DESIGN OF THE H.264/AVC HP@L4.2 CODEC FOR
HD APPLICATIONS
Kiwon Yoo, Samsung Electronics, South Korea; Kwanghoon Sohn,Yonsei University, South Korea

Abstract: This paper presents the macroblock/slice level pipeline structure for an H.264/AVC HP@L4.2
codec. In H.264/AVC, level 4.2 (L4.2) in high profile (HP) describes the encoding/decoding capability of
1920x1088@64p sequence/ bitstream of up to 62.5 Mbps. To meet this tremendous specification, the novel
hardwired architecture of the H.264/AVC codec is also presented. It supports both encoding and decoding and
shares commonly used hardware modules. In our system, the video subsystem including the H.264/AVC codec
is classified into four principle functions: video coding, memory management, reference cache-buffer control,
and top control. With regard to H.264/AVC processing, the video coding function comprises eight modules.
These modules are arranged as a six-stage macroblock pipeline for the encoder and a four-stage macroblock
pipeline for the decoder. With the proposed schemes adopted, a software C model and an FPGA platform
were developed for verification. The simulation results indicate that our design approach successfully performs
the real-time encoding/decoding of the H.264/AVC HP@L4.2 sequence/bitstream at an operating frequency of
266MHz.

NEW LZW DATA COMPRESSION ALGORITHM AND ITS FPGA IMPLEMENTATION
Wei Cui,Beijing Institute of Technology, China

Abstract: This paper presents a new LZW data compression algorithm that partitions conventional single
large dictionary into a dictionary set that consists of several small address space dictionaries. As doing so the
dictionary set not only has small lookup time but also can operate in parallel. Simulation results show that the
proposed algorithm has better compression ratio for image data than conventional LZW algorithm and DLZW
(dynamic LZW) algorithm, has competitive performance for text data with DLZW algorithm. In addition, a
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parallel VLSI architecture for implementing the new algorithm is proposed, and it is realized using FPGA
XC4VLX15-10. The experiment results show that the chip can yield a compression rate of 198.4 Mbytes/s, it
is about 6.9 times the compression rate of implementing conventional LZW, and 3.2 times the compression rate
of implementing DLZW.

A COST-EFFICIENT RESIDUAL PREDICTION VLSI ARCHITECTURE FOR
H.264/AVC SCALABLE EXTENSION
Yi-Hau Chen, Tzu-Der Chuang, Chuan-Yung Tsai, Yu-Jen Chen, Liang-Gee Chen,National
Taiwan University, Taiwan

Abstract: In this paper, we propose a cost-efficient residual prediction hardware architecture to support inter-
layer prediction in the state-of-art H.264/AVC scalable extension. Several residual prediction schemes are
analyzed in hardware architecture and coding performances, and an integer motion estimation (IME)-simplified
scheme is adopted. Then, the linearity of Hadamard transform is introduced to achieve data sharing for residual
prediction in fractional motion estimation (FME) architecture. An Hadamard-free residual prediction FME
architecture is proposed with 40% cost saving compared to direct implementation of duplicating FME module.
The proposed architecture is implemented with 86K gates at 220 MHz by UMC 90nm technology for encoding
HDTV720p 30fps. The proposed design concept can be also applied in other FME VLSI designs and software
acceleration for supporting residual prediction.

ALGORITHM AND ARCHITECTURE DESIGN FOR INTRA PREDICTION IN
H.264/AVC HIGH PROFILE
Tzu-Der Chuang, Yi-Hau Chen, Chen-Han Tsai, Yu-Jen Chen, Liang-Gee Chen,National Taiwan
University, Taiwan

Abstract: In this paper, we propose a novel two-stage intra prediction algorithm and hardware architecture
that can support H.264/AVC high profile for 1080p HD size. The proposed DCT-based open-loop intra pre-
diction algorithm can parallel predict each sub block with quality loss. With reconfigurable 8-pixel parallelism
processing elements, the proposed architecture can process intra prediction and reconstruction with almost
100% hardware utilization. The proposed architecture was implemented by UMC 90 nm technology with 100k
gate counts at 223MHz. It is the first hardware architecture that can real-time encode 1080p HD sequence with
H.264/AVC high profile.

FLEXBLE ARCHITECTURE OF PROCESSOR OPTIMIZED FOR MULTIMEDIA AP-
PLICATIONS
Adam Luczak, Olgierd Stankiewicz,Poznan University of Technology, Poland

Abstract: Many modern multimedia applications exploiting complex coding standards like AVC/H.264 or
AAC-HE, require processing that implies synergy of both software and hardware solutions for real-time oper-
ation. This paper presents a new architecture of processor designed to achieve efficiency and convenience in
such cases. The paper proposes an efficient processing architecture based on the use of fast and lightweight
”hardware function calls”. This approach reduces hardware-to-software bottlenecks, allowing a smooth transi-
tion from software to hardware solution. The presented concepts were implemented on Xilinx Virtex4-SX35
FPGA. It is worth noticing that the core is small enough to be treated as a robust soft-core. In this paper,
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specificities on the developed instruction set are provided as well as on the module inter-connection. Results of
tests conducted using standard implementations of H.264/AVC and AAC algorithms are also presented.

AREA-EFFICIENT QUANTIZATION ARCHITECTURE WITH ZERO-PREDICTION
METHOD FOR AVS ENCODERS
Ke Zhang, Yunpeng Zhu, Lu Yu,Institute of Information and Communication Engineering, Zhe-
jiang University, China

Abstract: This paper presents a VLSI architecture of forward and inverse quantization for AVS encoders
based on zeroprediction method. By analyzing the quantization process, we explore a simple formulation to
predict whether the transformed coefficients will be quantized to zero. The coefficient predicted to be zero
is skipped without quantization. With the zero-prediction method, the proposed architecture achieves more
than 250% speedup in median-quality video with 4.2% (320gates) hardware cost overhead for zero-prediction.
Overall hardware cost of quantization is 7.5k logic gates at the clock frequency constraint of 200MHz. The
proposed architecture is suitable to cost and power aware video applications.

PARALLEL VARIABLE LENGTH DECODING WITH INVERSE DISCRETE COSINE
TRANSFORM ON VLIW DSP
Shau-Yin Tseng,ITRI/STC, Taiwan

Abstract: This paper proposes an algorithm that uses the parallel computational ability to process Variable
Length Decoding, Inverse Zigzag, Inverse Quantization and Inverse Discrete Cosine Transform simultaneously.
When this method is used, combined clock cycles for VLD, IZ, IQ and IDCT are roughly 35% shorter than
those resulting from conventional methods. Moreover, this effect is especially pronounced for that this assay is
easily applied to other compression standards such as MPEG-1, MPEG-2, MPEG-4, H.261, H.262, H.263 and
H.264.

VLSI ARCHITECTURE OF H.264 RDO-BASED BLOCK SIZE DECISION FOR 1080 HD
Ryoji Hashimoto, Kimiya Kato, Osaka University, Japan; Gen Fujita, Osaka Electro-
Communication University, Japan; Takao Onoye,Osaka University, Japan

Abstract: Hardware architecture of Rate-Distortion Optimization (RDO) is proposed, which is dedicated to
H.264 block size decision of 1080 HD. To achieve high encoding efficiency of H.264, RDO for block size
decision is indispensable but suffers from enormous computational costs since distortion and the number of
coded bits can be determined only after completing the whole encoding processes of the block. The proposed
approach reduces the computational costs by the approximation of bit amount in entropy coding. In addition,
four parallel seven stage codec pipeline enables high speed calculation of distortion originated from residual.
As a result, the proposed architecture, which can be implemented by 14K gates, achieves real-time processing
of HDTV(1920x1080) frames at a rate of 30 fps in 120MHz operation, where 0.5 dB of PSNR is gained in
comparison to conventional approaches.
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A HARDWARE-ORIENTED INTRA PREDICTION SCHEME FOR HIGH DEFINITION
AVS ENCODER
Man-Lan Wong, Yi-Lun Lin, Homer H. Chen,National Taiwan University, Taiwan

Abstract: Audio and Video Coding Standard - Part 2 (AVS-P2) is a video coding standard developed by the
AVS Workgroup of China. In this paper, an intra prediction scheme for high definition (HD) AVS encoder
is proposed to reduce the local buffer storage and computational complexity in hardware. Simulation results
show that our scheme induces very little performance degradation in general frame structure. It can be easily
and efficiently implemented for practical applications.

A 158 MS/S JPEG 2000 CODEC WITH A BIT-PLANE AND PASS PARALLEL EMBED-
DED BLOCK CODER
Masayuki Miyama, Yuusuke Inoie, Takafumi Kasuga, Ryouichi Inada,Kanazawa University,
Japan; Masashi Nakao,EIZO Nanao, Japan; Yoshio Matsuda,Kanazawa University, Japan

Abstract: This paper describes a 158 MS/s JPEG 2000 codec with an embedded block coder (EBC) based
on a bit-plane and pass-parallel architecture. The EBC contains bit-plane coders (BPCs) corresponding to each
bit-plane in a code-block. An upper BPC transfers significance states and sign bits to a lower BPC via a first-
in-first-out buffer (FIFO) to synchronize BPCs themselves. The upper and the lower bit-plane coding overlap
in time with a 1-stripe and 1- column gap. The bit-modeling passes in the bit-plane also overlap in time with
the same gap. These methods support not only vertically causal mode, but also regular mode, which enhances
the image quality. Furthermore, speculative decoding is adopted to increase throughput. This codec LSI was
designed using 0.18 um process. The core area is 4.7 x 4.7 mm2 and the frequency is 160 MHz. It is applicable
to a wireless PC display.

LOW-POWER HIGH-THROUGHPUT MQ-CODER ARCHITECTURE WITH AN IM-
PROVED CODING ALGORITHM
Alireza Aminlou, Maryam Homayouni, Mahmoud Reza Hashemi, Omid Fatemi,University of
Tehran, Iran

Abstract: In this paper, a high speed architecture with a well designed pipeline is presented for the arithmetic
encoder in JPEG2000 algorithm. The coding algorithm has also been improved by changing the renormaliza-
tion and byteout extraction steps. The proposed algorithm has been implemented with a four stage pipelined
architecture in VHDL. The new design has reduced, and in some cases removed data dependencies. The pro-
posed architecture has been synthesized on a Virtex2 FPGA and its power consumption, working frequency
and encoding rate were analyzed. Simulation results indicate that the proposed design is able to encode a CIF
video sequence at 47 frames/s.
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Poster Session ThursPM5: Distributed Video Coding

Location: Poster Room
Time: 16:35 - 18:00

RCPT BASED DISTRIBUTED VIDEO CODING OVER IEEE 802.11G WLANS: THE
ROLE OF THE PUNCTURING PERIOD ON THE SYSTEM’S OPERATION
Pierre Ferre, Dimitris Agrafiotis, David Bull,University of Bristol, United Kingdom

Abstract: In this paper, the role of the puncturing period on the operation of rate compatible punctured
turbo (RCPT) code based distributed video coding systems is studied in the context of transmission over IEEE
802.11g Wireless Local Area Networks. Reasonably realistic network conditions are considered, with the
impact of the Medium Access Control layer retransmissions taken into account. The effect of the puncturing
period under such conditions is evaluated by means of rate/distortion results, incurred overhead and cumulative
delay. The maximum number of requests permitted is derived for various packet error rates and is shown
to be independent of the content. Increasing the puncturing period facilitates a refinement of the codec’s
rate/distortion performance at the cost of increased parity bit requests, which in turn lead to an increase in
delays. A packet error rate of 10% with a puncturing period of 64 would only support 61 requests before delays
build up.

TRANSFORM DOMAIN RESIDUAL CODING TECHNIQUE FOR DISTRIBUTED
VIDEO CODING
Murat Badem, Hemantha Kodikara Arachchi,University of Surrey, United Kingdom

Abstract: Due to its lightweight encoder architecture, the Distributed Video Coding (DVC) concept has been
seen as an attractive alternative to its conventional counterparts for a number of applications. Exceptionally
low computational complexity has been achieved by moving redundancy exploitation to the decoder. However,
going against this norm, redundancy exploitation techniques such as DCT transform and frame difference have
been utilized at the encoder end at the expense of a slight increment in computational cost at the encoder.
This paper proposes a novel residual quantization technique for DCT transform based inter-frame error coding
for DVC. The proposed technique minimizes the entropy of a given video frame by taking the pixel-wise
difference between the current frame and a reference frame before DCT transformation. Subsequently an
improved quantization technique is proposed to take advantage of small transform coefficients. Experimental
results show that the proposed technique significantly improves the objective quality.

A NEW APPROACH TO DISTRIBUTED CODING USING SAMPLING OF SIGNALS
WITH FINITE RATE OF INNOVATION
Varit Chaisinthop, Pier Luigi Dragotti,Imperial College London, United Kingdom

Abstract: This paper proposes a new approach to distributed video coding. Distributed video coding is
based on the concept of decoding with side information at the decoder. Such a coding scheme employs a
low-complexity encoder and the load of computational complexity is shifted to the decoder side. This property
makes it well suited for low-power devices such as mobile video cameras. The uniqueness of our approach lies
in the combined use of discrete wavelet transform (DWT) and the concept of sampling of signals with finite
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rate of innovation (FRI), which allow us to shift the task of motion estimation to the decoder side. Unlike the
currently existing practical coders, we do not employ any traditional channel coding technique. Our preliminary
results show that, for a simple video sequence with a uniform background, the proposed coding scheme can
achieve a better PSNR than JPEG2000-intraframe coding at low bit rates.

DISTRIBUTED VIDEO CODING USING BLOCK BASED CHECKBOARD PATTERN
SPLITTING ALGORITHM
Hongbin Liu,Harbin Institute of Technology, China; Xiangyang Ji,Institute of Computing Tech-
nology, Chinese Academy of Sciences, China

Abstract: This paper presents a novel Distributed Video Coding (DVC) scheme in which the decoder is
able to generate side information (SI) with high prediction quality for Wyner-Ziv (WZ) frame decoding. In
the proposed method, at encoder, each WZ frame is split into two parts based on checkerboard pattern and
then separately coded. At decoder, one part of the WZ frame will be firstly reconstructed, and then Boundary
Matching Algorithm (BMA) [12] is used to improve motion compensation of the other part, which can obtain
an improved SI of it. As a result, different from the conventional DVC scheme which usually only exploits
temporal correlations among the neighboring frames to generate SI, the proposed method is also able to fur-
thermore improve SI quality by the aid of the partially decoded WZ frame. Our experiments are performed
based on Transform Domain WZ coding architecture (TDWZA), and the results demonstrate that the proposed
method is able to effectively improve the DVC performance.

A DISTORTION CONTROL ALGORITHM FOR PIXEL-DOMAIN WYNER-ZIV VIDEO
CODING
Toni Roca,Universidad Polit́ecnica de Valencia, Spain; Marleen Morb́ee,Ghent University, Bel-
gium; Josep Prades,Universidad Polit́ecnica de Valencia, Spain; Edward Delp,Purdue University,
United States

Abstract: In contrast to conventional video coding, Wyner-Ziv video coders perform simple intra-frame en-
coding and complex inter-frame decoding. This feature makes this type of coding suitable for applications
that require low-complexity encoders. In this paper, we present a model of the coding distortion introduced
by pixel-domain Wyner-Ziv video coders. Our distortion model can be used to determine the value of coding
parameters under certain coding constraints. Specifically, we show how our model can be used to select the
quantization step size of each video frame so that a target distortion can approximately be met. Experimental
results show that, even though the accuracy of the distortion predictions is limited by the restricted computa-
tional capacity of Wyner-Ziv encoders, the described distortion constraints can be approximately fulfilled by
using our model.

A STATISTICAL MODEL FOR A MIXED RESOLUTION WYNER-ZIV FRAMEWORK
Bruno Macchiavello,Universidade de Brasilia, Brazil; Debargha Mukherjee,HP Labs, United
States; Ricardo L. De Queroz,Universidade de Brasilia, Brazil

Abstract: In this paper we present a rate distortion analysis and a statistical model in order to select coding
parameters for memoryless coset codes, for a spatial scalability based mixed resolution Wyner-Ziv framework.
The mixed resolution framework, used in this work, is based on full resolution coding of the key frames and
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spatial 2-layer coding of the intermediate non-reference frames where the spatial enhancement layer is Wyner-
Ziv coded. The framework enables reduced encoding complexity through reduced spatial-resolution encoding
of the non-reference frames. The quantized transform coefficients of the Laplacian residual frame are mapped
to cosets and sent to the decoder. A correlation estimation mechanism that guides the parameter choice process
is proposed based on extracting edge information and residual error rate in co-located blocks from the low
resolution base layer.

ADAPTIVE KEY FRAME RATE ALLOCATION FOR DISTRIBUTED VIDEO CODING
Ugo Cirac̀ı, Marco Dalai, Riccardo Leonardi,University of Brescia, Italy

Abstract: In the context of Distributed Video Coding (DVC), rate allocation among sources represents an
important problem to solve. While in the information theoretical setting of Distributed Source Coding (DSC)
the statistical correlation between sources is usually assumed to be known, in practical DVC systems there is
no a priori knowledge of the underlying statistics of visual data. This lack of information makes it difficult to
deal with the problem of rate allocation in practical DVC codecs. In this paper we focus on the problem of how
to distribute the rate between differently encoded parts of the video sequence in a DVC system. Namely, we
propose an adaptive rate allocation scheme for the encoding of the key frames depending on an estimation of
the local motion activity of the sequence.

THE DISCOVER CODEC: ARCHITECTURE, TECHNIQUES AND EVALUATION
Xavi Artigas,Technical University of Catalonia, Spain; Jõao Ascenso,ISEL-IST, Portugal; Marco
Dalai, University of Brescia, Italy; Sven Klomp,Leibniz Universiẗat Hannover, Germany; Denis
Kubasov,INRIA Rennes, France; Mourad Ouaret,Ecole Polytechnique F́ed́erale de Lausanne,
Switzerland

Abstract: Distributed Video Coding is becoming more and more popular among the research community,
because of its interesting theoretical contributions and because there are still many open problems waiting
to be solved. This paper introduces the codec architecture and the associated tools adopted by DISCOVER
(DIStributed COding for Video sERvices), a European project which has been devoted to the advancement of
Distributed Video Coding for two years. Along with the general description and pointers to references with
more detailed information, this paper also presents some of the results obtained with the DISCOVER codec.
An extended performance analysis and the codec’s executable file are both publicly available on the project’s
web site www.discoverdvc.org.
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Keynote Session FriAM1: Efficient Representation of Sound Images: Recent
Developments in Parametric Coding of Spatial Audio

Location: Auditorium
Time: 09:00 - 10:00
Chair: Ian Burnett,University of Wollongong , Australia

EFFICIENT REPRESENTATION OF SOUND IMAGES: RECENT DEVELOPMENTS IN
PARAMETRIC CODING OF SPATIAL AUDIO
Jürgen Herre,Fraunhofer Institute for Integrated Circuits (IIS), Erlangen, Germany

Abstract: Like with pictures, humans talk about a ”sound image” when they try to characterize an acoustic
scene containing salient spatial aspects. This talk will review the basic aspects of stereophonic / multi-channel
audio that determine the perceived sound image and will outline how these aspects can be represented effi-
ciently. One of the most remarkable innovations in this context was the recent development of the ”Spatial
Audio Coding” (SAC) approach. Exploiting the human perception of spatial sound, such coding schemes are
capable of transmitting high quality surround sound using bitrates that have been used for carrying traditional
two-channel stereo audio so far. The talk will outline the underlying ideas and describe the architecture of
the recently finalized ”MPEG Surround” specification. Equipped with a set of attractive capabilities, the tech-
nology enables introduction of surround sound into existing distribution infrastructures while retaining full
compatibility to mono or stereo receivers. Finally, an outlook is provided of a next technology generation
envisaged for standardization within ISO/MPEG allowing for bit-efficient and backward compatible coding of
several sound objects.
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Poster Session FriAM2: Video Coding

Location: Poster Room
Time: 10:00 - 11:25

OPTIMAL MULTIPLE DESCRIPTION WAVELET VIDEO CODING
Moyuresh Biswas, Michael Frater, John Arnold, Mark Pickering,University of New South Wales,
Australia

Abstract: We propose an optimal Multiple Description (MD) video coding technique with 3D-Set Parti-
tioning in Hierarchical Tree (3D-SPIHT) algorithm. Multiple Description Coding (MDC) technique generates
multiple bitstreams of the video content and has useful applications in packet video networks and error-prone
networks. We describe a tw-description MDC system that embraces rate-distortion optimization to generate
two balanced, efficient descriptions. Experimental results on a variety of test sequences show that the proposed
method achieves a significant improvement in performance compared to existing methods.

USE OF ADAPTIVE RESIZING IN 3-D DCT DOMAIN FOR VIDEO CODING
Jin Li, Jarmo Takala, Moncef Gabbouj,Tampere University of Technology, Finland; Hexin Chen,
Jilin University, China

Abstract: This paper proposes an adaptive resizing algorithm in DCT domain for 3-D DCT based video
codec. An 8x8x8 cube is resized to three modes along temporal dimension: a single 8x8 block, a downsized
8x8x4 cube and two 8x8x4 cubes. The mode selection is based on the local motion activity and determined after
2-D DCT on each block. In addition, the proposed algorithm even simplifies the computational complexity for
sequences with low motion activity. Experimental results show that the proposed algorithm can improve the
coding efficiency for different types of video sequences. Best performance can be expected for those with low
motion activity. Moreover, it outperforms other variable size of 3-D DCT schemes. Potential applications could
be for portable digital devices with restrict battery lifetime and other areas with restrict real-time requirement.

EXTENDED LAGRANGE MULTIPLIER SELECTION FOR HYBRID VIDEO CODING
USING INTERFRAME CORRELATION
Xiang Li, University of Erlangen-Nuremburg, Germany; Norbert Oertel, Andreas Hutter,Siemens
Corporate Technology, Germany; André Kaup,University of Erlangen-Nuremburg, Germany

Abstract: The Lagrange multiplier based rate-distortion optimization has been proved an effective technique
in hybrid video codec design. To improve the coding efficiency, an efficient Lagrange multiplier selection
method is presented in this paper. As an extension to our previous work, the Laplace distribution based rate
model is further refined by taking correlations among successive frames into account, so that the proposed
method shows a superior performance over previous algorithms. Compared with the most recent reference
software of H.264/AVC, a gain of 0.26dB on average, 1.3dB at maximum, was achieved.
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COMPLEXITY CONTROL OF H.264 BASED ON A BAYESIAN FRAMEWORK
Chaminda Kannangara, Yafan Zhao, Iain Richardson,The Robert Gordon University, United King-
dom; Maja Bystrom,Boston University, United States

Abstract: A computational complexity control algorithm is proposed for an H.264 encoder running on a
processor/power constrained platform. Computational savings are achieved by early prediction of skipped
macroblocks prior to motion estimation. The early prediction is based on a Bayesian framework which accu-
rately predicts skipped macroblocks using probability models. Complexity control is achieved by calculating a
pre-skip decision threshold that corresponds to a given target complexity. Results show that the algorithm can
effectively control the encoding complexity whilst maintaining good rate distortion performance.

MOTION-ADAPTED WEIGHTED LIFTING SCHEME FOR MCWT VIDEO CODERS
Marc Antonini, Marie Andree Agostini,Laboratory I3S - UNSA - CNRS, France

Abstract: Motion compensated wavelet transform (MCWT) coding is emerging as a promising framework
for efficient and scalable compression of video. Moreover, the motion-compensated lifting scheme is known
to be an efficient way to implement wavelet transforms for applications dedicated to video coding. In order to
increase the performances of a wavelet-based video coder, we minimize the influence of some badly estimated
motion vectors on the motion-compensated wavelet transform. We propose in this paper a novel and adaptive
method for the implementation of the lifting scheme. More precisely, we closely adapt the lifting steps to
the motion by sampling the mother scaling function of a multiresolution basis according to the energy of the
motion. Then, we compute the new lifting operators. First experiments of this approach give promising results.

EFFICIENT BIT-PLANES BASED METHOD FOR COMPRESSION OF 3D-DCT COEF-
FICIENTS
Andriy Bazhyna, Karen Egiazarian,Institute of Signal Processing, Tampere University of Technol-
ogy, Finland; Nikolay Ponomarenko,Department 504, National Aerospace University, Ukraine

Abstract: In this paper, a new efficient method for compression of 3D-DCT coefficients is presented. The
method views at values of coefficients as a set of bit-planes. The bits of each bit-plane are classified into a
number of probability models depending on the context of the bit. The use of contexts allows us to efficiently
encode cubes with different localization of significant coefficients. This adaptation is performed automatically
during the coding process and does not require any additional computations as well as preliminary assump-
tions on a nature of input data. The experimental results have shown superiority of the proposed method for a
3D-DCT based video compression in comparison to the some previously proposed approaches.

LAR VIDEO: HIERARCHICAL REPRESENTATION FOR LOW BIT-RATE COLOR IM-
AGE SEQUENCE CODING
Erwan Fĺecher, Marie Babel, Olivier D́eforges, V́eronique Coat,IETR - Image and Remote Sensing
Group, France

Abstract: LAR video is a low complexity system for low bit-rate color image sequence encoding. It aims to
propose a joint solution for coding and representation of the frame content. In particular, it allows to provide
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a compressed description of both chromatic components and motion information at a region level without
region partition encoding. Initialy proposed in the LAR coder, used principle has proved to be efficient for
still color image encoding. Resulting from a hierarchical spatio-temporal segmentation, a Partition Tree (PT)
is transmitted to the decoder with a controlled coding cost. Presented results show interesting performances
considering both content representation and compression ratios.

CONTENT-ADAPTIVE VIDEO CODING COMBINING OBJECT-BASED CODING AND
H.264/AVC
Andreas Krutz, Matthias Kunter, Michael Droese,TU Berlin, Germany; Michael Frater,University
of New South Wales, Germany; Thomas Sikora,TU Berlin, Germany

Abstract: In recent years advanced video codecs have been developed, such as standardized in MPEG-4.
The latest video codec standardized, the H.264/AVC, provides compression performance superior to previous
standards, but is based on the same basic motion-compensated-DCT architecture. However, for certain kinds
of videos, it has also been shown that it is possible to outperform the H.264/AVC using an object-based video
codec. The challange now is to develop a general-purpose object-based video coding system. In this paper,
we present an automated approach to separate a video scene into shots that are coded either with an object-
based codec or the common H.264/AVC. Using this idea of applying different video codecs for different kinds
of content, we achieve a higher coding gain for the whole video scene considered. For the first experimental
evaluation, we consider a football sequence.
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Poster Session FriAM3: Error Resilience

Location: Poster Room
Time: 10:00 - 11:25

ENHANCING ERROR RESILIENCE IN WIRELESS TRANSMITTED COMPRESSED
VIDEO SEQUENCES THROUGH A PROBABILISTIC NEURAL NETWORK CORE
Reuben A. Farrugia, Carl James Debono,University of Malta, Malta

Abstract: Video compression standards commonly employed in the delivery of real-time wireless multime-
dia services regularly adopt variable length codes (VLCs) for efficient transmission. This coding technique
achieves the necessary high compression ratios at the expense of an increased system’s vulnerability to trans-
mission errors. The more frequent presence of transmission errors in wireless channels requires video compres-
sion standards to accurately detect, localize and conceal any corrupted macroblocks (MBs) present in the video
sequence. Unfortunately, standard decoders offer limited error detection and localization capabilities posing a
bound on the perceived video quality of the reconstructed video sequence. This paper presents a novel solution
which enhances the error detection and localization capabilities of standard decoders through the application
of a Probabilistic Neural Network (PNN). The proposed solution generally outperforms other error detection
mechanisms present in literature, as it manages to improve the standard decoder’s error detection rate by up to
95.74%.

A NEW ERROR CONCEALMENT SCHEME FOR WHOLE FRAME LOSS IN VIDEO
TRANSMISSION
Jialue Fan, Xudong Zhang, Yu Chen,Tsinghua University, China

Abstract: In video streaming applications, packet loss usually leads to the loss of an entire video frame.
Based on the correlations of motion vectors and mode information in consecutive frames, this paper proposes
a novel bi-directional error concealment scheme. The algorithm can achieve finer result especially in high
motion scenes by pixel level processing. Simulation results show that the proposed method outperforms the
existing methods both on the PSNR and visual quality. Also, it is very efficient in stopping temporal error
propagation. Moreover, the SKIP mode judgment in the algorithm can reduce the computational complexity
effectively without significant loss of video quality.

ORTHOGONALITY DEFICIENCY COMPENSATION FOR IMPROVED FREQUENCY
SELECTIVE IMAGE EXTRAPOLATION
Jürgen Seiler, Katrin Meisinger, André Kaup,Chair of Multimedia Communications and Signal
Processing, University of Erlangen-Nuremberg, Germany

Abstract: This paper describes a very efficient algorithm for image signal extrapolation. It can be used for
various applications in image and video communication, e. g. the concealment of data corrupted by trans-
mission errors or prediction in video coding. The extrapolation is performed on a limited number of known
samples and extends the signal beyond these samples. Therefore the signal from the known samples is itera-
tively projected onto different basis functions in order to generate a model of the signal. As the basis functions
are not orthogonal with respect to the area of the known samples we propose a new extension, the orthogonal-
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ity deficiency compensation, to cope with the non-orthogonality. Using this extension, very good extrapolation
results for structured as well as for smooth areas are achievable. This algorithm improves PSNR up to 2dB and
gives a better visual quality for concealment of block losses compared to extrapolation algorithms existent so
far.

SUBJECTIVE EVALUATION OF ERROR CONTROL STRATEGIES FOR MOBILE
VIDEO COMMUNICATION
Waqar Zia, Tobias Oelbaum, Klaus Diepold,Institute for Data Processing, Technische Universität
München, Germany

Abstract: Robust video communication for hand-held devices is a demanding problem because of a complex-
ity constrained environment. Effective error control techniques suitable for H.264/AVC in such a complexity
constrained conversational environment are proposed and evaluated by extensive subjective testing. Based on
the results of the tests, suitable error control techniques are identified for the given application scenario that
ensure an enhanced quality of service (QoS).

ERROR CONCEALMENT FOR THE SCALABLE EXTENSION OF H.264/MPEG-4 AVC
Maryse Stoufs, Adrian Munteanu, Jan Cornelis, Peter Schelkens,Vrije Universiteit Brussel, Bel-
gium

Abstract: Error concealment is of crucial importance when transmitting digital video material over error-
prone channels. Indeed, loss of information can result in severe degradation of the video quality if precautions
are not taken to contain the effect and propagation of errors. In this paper, we present an error concealment
mechanism that supports quality scalability in packet-based transmission of video encoded with the recently
developed scalable extension of H.264/MPEG-4 AVC, also known as Scalable Video Coding (SVC). Experi-
mental results show that our error concealment yields significantly better average video quality results than the
non-normative error-concealment tool of the reference SVC-codec. Also, the visual results demonstrate the
importance of error concealment with support for quality scalability.

DETECTION OF VISUAL IMPAIRMENTS IN THE PIXEL DOMAIN
Luca Superiori, Olivia Nemethova, Markus Rupp,Vienna University of Technology, Austria

Abstract: In this article we investigate the utilization of the corrupted IP packets (indicated by checksum)
at H.264/AVC decoders. The position of the error within a packet is pre-localized by a syntax analysis. The
impairments remaining after syntax analysis are further detected in the pixel domain by means of a voting
system, using difference frames and knowledge about the artifact appearance. The blocks considered as erro-
neous are concealed. The proposed detection of artifacts in the pixel domain considerably improves the error
detection performance achieved by the syntax analysis. The combined system clearly outperforms the typically
employed slice discarding in terms of quality measured by mean squared error.
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ERROR RESILIENCE PERFORMANCE EVALUATION OF A DISTRIBUTED VIDEO
CODEC
Claudia Tonoli, Marco Dalai, Pierangelo Migliorati, Riccardo Leonardi,University of Brescia,
Italy

Abstract: Distributed Video Coding (DVC), one of the most active research field in the video coding commu-
nity, is based on the combination of Slepian-Wolf coding techniques with the idea of performing the prediction
at the decoder side rather than at the encoder side. Besides its main property, which is flexible allocation of
computational complexity between encoder and decoder, the distributed approach has other interesting proper-
ties. One of the most promising DVC characteristics is its intrinsic robustness to transmission errors. In this
work we have evaluated the error resilience performance of a video codec based on the DVC scheme proposed
by Stanford, and we have carried out a preliminary comparison with traditional H.264 encoding, showing that
at high error probabilities and high bitrates the distributed approach can also outperform the traditional one.

UNEQUAL ERROR PROTECTION BASED ON FLEXIBLE MACROBLOCK ORDER-
ING FOR ROBUST H.264/AVC VIDEO TRANSCODING
Matteo Naccari, Giovanni Bressan, Marco Tagliasacchi,Politecnico di Milano, Italy; Fernando
Pereira,IST-IT, Portugal; Stefano Tubaro,Politecnico di Milano, Italy

Abstract: This paper proposes an error resilient transcoding scheme to perform unequal error protection for
H.264/AVC coded video sequences over error prone channels. In order to protect those macroblocks which
impact mostly on the distortion introduced at the decoder, a slice partitioning algorithm is designed on the
basis of information that is available as the output of the entropy decoder. Hence, the proposed error resilient
transcoding algorithm does not require full decoding, which includes inverse transform and motion compen-
sation, and it is indicated to work in those devices where the computational resources are scarce (routers and
switching transmitter stations). The proposed method has been evaluated against a classic forward error cor-
rection scheme with equal error protection of the transmitted content. Experimental results on real video test
sequences show gains of up to 3 dB with respect to equal error protection.

ERROR CONCEALMENT BY REGION-FILLING FOR INTRA-FRAME LOSSES
Mengyao Ma,Hong Kong University of Science and Technology, China; Oscar C. Au,Hong Kong
University of Science and Technology, Hong Kong; Liwei Guo, Yan Chen,Hong Kong Univer-
sity of Science and Technology, China; S.-H. Gary Chan,Hong Kong University of Science and
Technology, Hong Kong

Abstract: In this paper, we propose an Error Concealment algorithm for INTRA-frame losses over packet
loss channels. The novelty is that not only the INTRA-frame but also the subsequent INTER-frames are refined
using the received INTRA-MBs. Simulation results are given to demonstrate the performance of the proposed
algorithm.
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SELECTIVE MULTIPLE DESCRIPTION CODING OF MOTION VECTOR WITH
H.264/AVC DATA PARTITIONING
Jungyoup Yang, Byeungwoo Jeon,Sungkyunkwan University, South Korea

Abstract: In this paper, we propose a selective MV-MDC (Multiple Description Coding of Motion Vector)
scheme with the data partitioning in the H.264/AVC standard. The proposed MD (Multiple Description) en-
coder separates the MV (Motion Vector) into two parts of equal priority each of which is transmitted through an
independent packet. Additionally, to reduce the size of bitstream, the proposed MD encoder decides either MD
or normal mode by using a loss-aware MD mode selection process. In case of the MD mode, the proposed MD
decoding scheme utilizes two matching criteria to find an accurate MV when one of the MV descriptions is lost.
Simulation results show that compared to simply duplicated bitstream transmission, the proposed MV-MDC
scheme reduces a large amount of data without serious visual quality loss of reconstructed picture.

ADAPTIVE UNEQUAL ERROR PROTECTION BASED ON WYNER-ZIV CODING
Liang Liang,Purdue University, United States; Paul Salama,Indiana Univ.-Purdue Univ., United
States; Edward Delp,Purdue University, United States

Abstract: Compressed video is very sensitive to channel errors. A few bit losses can derail the entire decod-
ing process. Therefore, protecting compressed video is always necessary for reliable visual communications.
In recent years, the Wyner–Ziv lossy coding theorem has been applied for error resilience and achieved supe-
rior improvement over conventional techniques. In our previous work, we proposed an unequal error protection
method for protecting data elements in a video stream, via a Wyner-Ziv codec. This paper describes an im-
proved technique by adapting the parity bit rates of the protected video information to the video content. The
parity bit rates are assigned to the motion information and the transform coefficients according to their impact
on the visual quality of each frame. This results in an efficient way of improving the quality of the decoded
video when it has been corrupted by transmission errors.

STUDYING ERROR RESILIENCE PERFORMANCE FOR A FEEDBACK CHANNEL
BASED TRANSFORM DOMAIN WYNER-ZIV VIDEO CODEC
Jośe Pedro,IST-IT, Portugal; Luı́s Soares,ISCTE - IT, Portugal; Catarina Brites,IST-IT, Portugal;
Jõao Ascenso,ISEL-IT, Portugal; Fernando Pereira,IST-IT, Portugal; Carlos Bandeirinha, Fréd́eric
Dufaux, Touradj Ebrahimi,EPFL, Switzerland

Abstract: Wyner-Ziv (WZ) video coding is an emerging video coding paradigm based on two major Infor-
mation Theory results: the Slepian-Wolf and Wyner-Ziv theorems. One of the most interesting and used WZ
video coding architectures makes use of a feedback channel (FC) to perform rate control at the decoder; in
this context, the Slepian-Wolf coding module is typically based on turbo coding with puncturing. Because WZ
coding is not based on the prediction loop used in conventional video coding but rather on a statistical approach
where a decoder estimation of the frame to be coded is ’corrected’ by the encoder, it provides intrinsic error
resilience capabilities. This paper intends to study the error resilience performance of a feedback channel based
transform domain WZ codec using appropriate scenarios and conditions, notably in comparison with the best
performing H.264/AVC standard.
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Oral Session FriAM4: Quality Assessment

Location: Auditorium
Time: 11:25 - 12:45
Chair: Inald Lagendijk,Delft University of Technology, Netherlands

11:25 BLIND PSNR ESTIMATION OF VIDEO SEQUENCES USING QUANTIZED
DCT COEFFICIENT DATA
Tomás Brand̃ao,ISCTE-IT, Portugal; Maria Paula Queluz,IST-IT, Portugal

Abstract: This paper proposes a no-reference PSNR estimation method for video sequences subject to lossy
DCT-based encoding, such as MPEG-2 encoding. The proposed method is based on DCT coefficient statistics,
which are modeled by Laplace probability density functions, with parameterλ. The distribution’s parameter
is computed from the received quantized data, by combining maximum-likelihood with linear prediction esti-
mates. The resulting coefficient distributions are then used for estimating the local error due to lossy encoding.
Since no knowledge about the original (reference) sequences is required, the proposed method can be used as
a no-reference metric for evaluating the quality of the encoded video sequences.

11:45 AN EFFICIENT REDUCED-REFERENCE VIDEO QUALITY METRIC
Irwan Prasetya Gunawan,University of Glasgow, United Kingdom; Mohammed Ghan-
bari,University of Essex, United Kingdom

Abstract: We present an efficient reduced-reference video quality assessment method based on local har-
monic strength (LHS) feature. LHS is based on harmonics gain and loss information extracted from picture
that correspond with the two most prominent compression artifacts, blockiness and blurriness. Efficiency is
achieved through further reduction of the reduced-reference overhead. For the LHS based method, we used
quantization of the LHS feature, temporal sampling, and block selection with segmentation-based block clas-
sification method. A typical reduced-reference low overhead data rate (around 0.3-1 kbps) with good predic-
tion performance (0.82- 0.87 Pearson correlations) for broadcast type video sequences in VQEG Test Phase-I
datasets has been achieved by the proposed method. With such low bit rate overhead data, the method proposed
in this paper can be useful for continuous monitoring of video quality applications.

12:05 A GENERIC METHOD TO INCREASE THE PREDICTION ACCURACY OF VI-
SUAL QUALITY METRICS
Tobias Oelbaum, Klaus Diepold, Waqar Zia,Technische Universität München, Germany

Abstract: A new simple, effective and generic method is presented that allows to increase the prediction
accuracy of visual quality metrics. This method is based on the observation, that the correlation between
subjective results and objective metrics is very high for one special sequence or image coded at several bit rates
with the same codec. This can be used to decrease the absolute error between the predicted visual quality and
the actual visual quality and therefore increase the overall correlation between prediction results and results
from subjective tests. Using the described method PSNR is extended to PSNR+. Comparing this new metric
PSNR+ to two popular image quality metrics shows that the prediction accuracy can be increased significantly.
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12:25 MULTI-RESOLUTION STRUCTURAL DEGRADATION METRICS FOR PER-
CEPTUAL IMAGE QUALITY ASSESSMENT
Ulrich Engelke, Hans-J̈urgen Zepernick,Blekinge Institute of Technology, Sweden

Abstract: In this paper, a multi-resolution analysis is proposed for image quality assessment. Structural
features are extracted from each level of a pyramid decomposition that accurately represents the multiple scales
of processing in the human visual system. To obtain an overall quality measure the individual level metrics are
accumulated over the considered pyramid levels. Two different metric design approaches are introduced and
evaluated. It turns out that one of them outperforms our previous work on single-resolution image quality
assessment.
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Oral Session FriPM1: Network Aware Coding

Location: Auditorium
Time: 14:00 - 15:20
Chair: Rik van de Walle,Gent University, Belgium

14:00 DESIGN OF MULTIPLE DESCRIPTIONS WITH SYMBOL-BASED TURBO
CODES OVER NOISY CHANNELS WITH PACKET LOSS
Mehrdad Valipour, Farshad Lahouti,University of Tehran, Iran

Abstract: Multiple descriptions (MD) with symbol-based turbo (SBT) codes are proposed, where the decoder
exploits both non-uniformity of descriptions and their dependencies. A distortion-power adaptive system is
obtained by setting an entropy constraint for quantizer design, which together with the MD index assignment
(IA), control the level of redundancy at the MD source coder output. This is in turn exploited by the source and
channel decoders for robust transmission in presence of noise and packet loss (PL). At the source coder, the IA
is designed for an M-description vector quantizer using an efficient simulated annealing algorithm. Through
sensitivity analysis, it is shown that in contrast to noisy channels without PL, it is better that MD is designed
for the operating channel SNR in the presence of PL. Numerical results indicate improved performance in
comparison to the prior art.

14:20 ASYMMETRIC MULTIPLE DESCRIPTION CODING USING LAYERED COD-
ING AND ERASURE CODES
Jacco Taal, Mark Barzilay, Inald Lagendijk,Delft University of Technology, Netherlands

Abstract: With Asymmetric Multiple Description Coding we address the transmission case where there is
a plethora of communication paths between sender and receiver, all with a different bandwidth and different
levels of reliability (in terms of packet loss rate). For this scenario we have several possibilities for coding
and transmission at our disposal, namely Round-Robin transmission, Layered Coding, Traditional (Symmet-
ric) Multiple Description Coding, and Asymmetric MDC. Asymmetric MDC is a form of MDC, where each
description is matched to a channels bandwidth and packet-loss rate. Redundancy is introduced and divided
over the descriptions such that the average distortion under these lossy conditions is minimized. This paper first
discusses the concept of AMDC as a generic case of MDC and introduces an implementation of AMDC based
on erasure codes and layered coding. The optimal allocation of erasure codes and redundancy to each descrip-
tion is then found by optimization algorithms. We compare different algorithms and evaluate their complexity
and performance.

14:40 JOINT SOURCE AND CHANNEL CODING OF MESHGRID-REPRESENTED
OBJECTS
Dan Cernea, Adrian Munteanu, Alin Alecu, Jan Cornelis, Peter Schelkens,VUB, Belgium

Abstract: MeshGrid is a scalable 3D object representation method which is part of MPEG-4 AFX. This
paper proposes a new approach for optimized protection of MeshGrid-represented objects against transmission
errors occurring over error-prone channels. An unequal error protection approach is followed, to cope with the
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different error-sensitivity levels characterizing the various resolution and quality layers produced by MeshGrid.
The protection level to be employed for each layer is determined by solving a joint source and channel coding
problem. The L-infinite distortion metric is used, and its superiority over the classical L-2 norm is proven. In
this context, a novel fast algorithm for solving the optimization problem is conceived. The proposed joint source
and channel coding approach offers resilience against transmission errors, enables a real-time implementation,
and preserves all the scalability features and animation capabilities that characterize MeshGrid.

15:00 A RHO-DOMAIN RATE CONTROLLER FOR MULTIPLEXED VIDEO SE-
QUENCES
Giuseppe Valenzise, Marco Tagliasacchi, Stefano Tubaro, Luca Piccarreta,Dipartimento
di Elettronica e Informazione, Politecnico di Milano, Italy

Abstract: This paper addresses the problem of multiplexing pre-encoded video sequences to be transmitted
across a bandwidth constrained channel. At each time instant, the available bit budget needs to be optimally
allocated to the sequences. We seek for a solution that minimizes the output distortion variance, in order to
keep the quality of the reconstructed sequences as similar as possible, by formulating the problem in the rho-
domain. In addition, by enabling a shared video buffer, we show that it is possible to smooth the overall video
quality along time. Experimental results on H.264/AVC compressed video data validate the performance of the
proposed algorithm.
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Panel Session FriPM2: Multimedia: a World of Possibilities or just a Buz-
zword?

Location: Auditorium
Time: 15:20 - 16:35
Chair: Alan Hanjalic,Delft University of Technology, Netherlands

Andrea Cavallaro,Queen Mary, University of London, UK

Anthony Vetro,Mitsubishi Electric Research Labs, USA

Jürgen Herre,Fraunhofer IIS, Erlangen, Germany

Tsuhan Chen,Carnegie Mellon University, USA
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Poster Session FriPM3: Analysis for Coding 1

Location: Poster Room
Time: 16:35 - 18:00

SCALABLE FOVEATION IMAGE CODING WITH FUZZY SYSTEM
Wuttipong Kumwilaisak, Phakorn Thamcheewan,KMUTT, Thailand

Abstract: This paper presents a method of the scalable foveation image coding with a fuzzy system. Our
objective is to maximize foveated wavelet image quality index (FWQI). With the foveated visual sensitivity
model, image regions are first prioritized. The image regions closed to the foveation points have higher priori-
ties than those, which are far away from the foveation points. The discrete wavelet transform (DWT) is utilized
to transform the considering image to the wavelet domain. The wavelet coefficients corresponding to different
image regions are weighted differently based on their priorities. To achieve the objective, we use a fuzzy logic
system and an iterative method to select the image coding parameters, which are a number of weighted wavelet
coefficients (NWC) and a quantization parameter (QP). There are two inputs and one output in the proposed
scheme. The inputs are a set of NWC and targeted bit per pixel used to encode an image. The output is an
interval of the potential QP depended on a specific value of NWC. The QP providing the maximum FWQI
given a value of NWC is selected. We iteratively search for the value of NWC and QP providing the highest
FWQI. SPIHT codec is used to generate the scalable bitstream of the discrete wavelet coefficients. Our simu-
lation results show that the proposed scheme provides better image quality compared to previous work in both
objective and subjective quality.

RATE-DISTORTION MODELING AND ITS APPLICATION TO QUALITY LAYER AS-
SIGNMENT IN SVC/H.264 FINE-GRANULAR SNR SCALABLE VIDEOS
Jun Sun, Wen Gao,Institute of Digital Media, School of Electronic Engineering and Computer Sci-
ence, Peking University, China; Debin Zhao,Department of Computer Science, Harbin Institute of
Technology, China

Abstract: Fine-Granular SNR scalable (FGS) technologies of H.264/AVC-based scalable video coding (SVC)
provide a flexible and effective foundation to accommodate different and variable network capacities. To sup-
port efficient quality extraction, it is important to obtain the rate-distortion (R-D) or distortion-rate (D-R) func-
tion of each FGS packet. In this paper, firstly, we analyze the sub-bitplane technology of SVC FGS coding, and
conclude the MSE-based D-R function should be linear within a FGS layer, which also explains the slow-start
phenomena of PSNR-based D-R function. Consequently, a piece-wise linear model is proposed to describe the
no-drift R-D function of FGS EL. Secondly, considering both the picture prediction structure and the reference
picture correlation, we investigate the SVC drift of hierarchical B pictures and propose a simple and effective
distortion model to estimate the reconstructed frame distortion with drift. At last, based on above analysis
and models, a new model-based quality layer assignment algorithm is proposed to achieve equivalent coding
efficiency as the SVC test model with significantly reduced complexity.
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FAST SHOT DETECTION FOR HIGH QUALITY LOW DELAY H.264 VIDEO CODING
Pau Usach, Jorge Sastre, Valery Naranjo,Universidad Polit́ecnica de Valencia, Spain; Joaqúın M.
López,Telef́onica I+D, Spain

Abstract: This paper deals with the detection of shot changes in order to improve H.264 compression ef-
ficiency. This improvement is achieved by inserting intra frames when cuts occur and coding the rest of the
frames using inter-frame prediction. In previous works, the proposed algorithm has demonstrated to be a fast
and robust method for low delay and very low bitrate video coding, based on the comparison of the number of
intra-coded macroblocks with two thresholds, one fixed and the other adaptive. In this paper, the optimization
of the algorithm to be applied to high quality and low delay video coding is discussed and the results with
Enhanced Definition Television format sequences (EDTV) are presented. This algorithm is also compared with
another recent method based on the same measure, with results favouring our approach.

WINDOWED REFERENCE PICTURE SELECTION FOR H.264 TRANSMISSION ER-
ROR RECOVERY
Pat Mulroy, Mike Nilsson,BT, United Kingdom

Abstract: For conversational real time applications we are concerned with low latency, high efficiency tech-
niques for rapid recovery from transmission errors and in this paper we propose the use of ’windowed’ refer-
ences and standard compliant reference remapping instructions within H.264 to aid in recovery of unreliably
transmitted multi-reference inter predicted video. Key benefit of our approach is that the amount of refer-
ence picture memory required for our windowed reference picture selection technique is reduced for feedback
channels suffering from high round trip time.

ON-LINE ADAPTIVE VIDEO SEQUENCE TRANSMISSION BASED ON GENERATION
AND TRANSMISSION OF DESCRIPTIONS
Juan Carlos San Miguel, Jose Marı́a Mart́ınez-Śanchez,Universidad Autonoma de Madrid, Spain

Abstract: This paper presents a system to transmit the information from a static surveillance camera in
an adaptive way, from low to higher bit-rate, based on the on-line generation of descriptions. The proposed
system is based on a server/client model: the server is placed in the surveillance area and the client is placed
in a user side. The server analyzes the video sequence to detect the regions of activity (motion analysis) and
the corresponding descriptions (mainly MPEG-7 moving regions) are generated together with the textures of
moving regions and the associated background image. Depending on the available bandwidth, different levels
of transmission are specified, ranging from just sending the descriptions generated to a transmission with all
the associated images corresponding to the moving objects and background.
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VIDEO OBJECT SEGMENTATION BASED ON ACCUMULATIVE FRAME DIFFER-
ENCE
Bing Leng, Qionghai Dai,Tsinghua University, China

Abstract: This paper addresses the problem of extracting video objects from head-shoulder video sequences.
A method based on accumulative frame difference is proposed. First, a preliminary motion analysis is per-
formed to each block of the frame and the blocks with fast moving edges are detected. Then, for each block, we
accumulate frame difference with a different amount of frames, based on its motion attributes. After threshold-
ing and post processing, the objects are obtained. Experimental results demonstrate that the proposed method
can eliminate the expanded changed region and thus achieves a significantly improved segmentation result.

A MODEL OF R-D PERFORMANCE EVALUATION FOR RATE-DISTORTION-
COMPLEXITY EVALUATION OF H.264 VIDEO CODING
Mo Wu, Søren Forchhammer,DTU, Denmark

Abstract: This paper considers a method for evaluation of Rate-Distortion-Complexity (R-D-C) performance
of video coding. A statistical model of the transformed coefficients is used to estimated the Rate-Distortion (R-
D) performance. A model frame work for rate, distortion and slope of the R-D curve for inter and intra frame
is presented. Assumptions are given for analyzing an R-D model for fast R-D-C evaluation. The theoretical
expressions are combined with H.264 video coding, and confirmed by experimental results. The complexity
frame work is applied to the integer motion estimation.

GENERATING ANTIPERSISTENT VBR VIDEO TRAFFIC
Mehdi Rezaei,Tampere University of Technology, Finland; Imed Bouazizi,Nokia Research Center,
Tampere, Finland; Moncef Gabbouj,Tampere University of Technology, Finland

Abstract: A novel model for antipersistent variable bit rate (VBR) video traffic is proposed. Antipersistent
VBR video bit streams are a subset of VBR video bit streams in which the bit rate is controlled by a rate
controller when the video is encoded. Statistical properties of antipersistent VBR video bit streams are very
different from those of uncontrolled VBR video bit streams that are encoded with a constant quantization
parameter. Discriminating controlled and uncontrolled VBR, an accurate model is proposed for controlled VBR
video traffic. The proposed model is built based on the interaction of video encoder and video bit stream that
is controlled by the rate controller. The model parameters depend on the encoding and rate control parameters
and also depend on the properties of video content. The proposed model not only captures the long-range
dependent (LRD) and short-range dependent (SRD) properties of video traffic, but also it can include some
properties related to the content and the encoding parameters into the synthetic generated video traffic. This is
valuable when generated traffics are used for simulations in which the network behavior is studied based on the
content properties and encoding parameters. The proposed model has been validated successfully by several
measures.
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OPTIMIZATION OF LOW-DELAY WAVELET VIDEO CODECS
Marek Domanski,Poznan University of Technology, Poland; Andrzej Poplawski,University of
Zielona Gora, Poland

Abstract: The paper deals with lifting implementations of the motion-compensated temporal filter banks in
the (t+2D) wavelet codecs. The paper is focused on the problem of optimum setup of the analysis and syn-
thesis filters with the maximum coding efficiency possible for a given delay constrain. Systematic exhaustive
experiments have been performed in order to find optimum setup as well as coding efficiency for a given delay
constrain.
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Poster Session FriPM4: Analysis for Coding 2

Location: Poster Room
Time: 16:35 - 18:00

PERCEIVED QUALITY OF THE VARIATION OF THE VIDEO TEMPORAL RESOLU-
TION FOR LOW BIT RATE ENCODING
Quan Huynh-Thu,Psytechnics Ltd, United Kingdom; Mohammed Ghanbari,Essex University,
United Kingdom

Abstract: We conducted a subjective quality assessment experiment to measure the impact of video frame
rate decimation and variation in relation with impairment duration but also with content motion and texture.
We found that for intermediate and high frame rate values, quality was similar independently from the duration
of the frame rate decimation. On the other hand, for very low frame rates, quality decreased as the duration of
the frame rate decimation increased. Our results also do not confirm the traditional thinking of higher motion
content requiring a higher frame rate to produce a given level of quality. Our observations indicate that for
a given frame rate, perceived quality does not necessarily increase with decreasing motion speed and that a
reduction of the temporal resolution over the entire video does not lead necessarily to a significant loss of
quality.

OBJECT BOUNDARY BASED MOTION PARTITION FOR VIDEO CODING
Jianle Chen, SangRae Lee, Kyo-Hyuk Lee, Woo-Jin Han,Digital Media R&D Center, Samsung
Electronics Co., Ltd., South Korea

Abstract: In the H.264/MPEG-4 AVC video coding standard, motion compensation can be performed by
partitioning macroblocks into square or rectangular regions to improve inter prediction efficiency. However,
current H.264 MB partition set is not optimal because the rigid square or rectangular divisions cannot match
the boundary shape of a moving object well. In this paper, we analyze this problem in detail and propose an
object-boundary-based motion partition scheme to overcome the problem. The proposed scheme generates the
motion partition map for current macroblock by segmenting corresponding area in the reference picture. Due to
continuity of the object boundary shape in the video sequence, this technique allows the shapes of the partition
map to match better the boundaries of moving objects. Experimental results show that the proposed motion
partition method improves coding efficiency of inter P picture of H.264 coding system with average 6.79% bit
saving. The coding gain of test sequence with distinct moving objects is up to 10.63% bit saving.

FAST LONG-TERM MOTION ESTIMATION FOR HIGH DEFINITION VIDEO SE-
QUENCES BASED ON SPATIO-TEMPORAL TUBES AND USING THE NELDER-MEAD
SIMPLEX ALGORITHM
Olivier Brouard, Fabrice Delannay, Vincent Ricordel, Dominique Barba,IRCCyN, France

Abstract: Multi-frame motion estimation is a new specificity of the video coding standard H.264/MPEG-4
Advanced Video Coding (AVC) to improve compression performances. These reference frames can be short
or long-term. However, a long-term motion estimation needs to have a good initial search point to be effective.
In this paper, we propose a new method for a fast long-term motion estimation with high definition (HD)
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sequences. We use an implicit motion model. First we describe the multi-resolution motion estimation based
on spatio-temporal tubes. These tubes permits to obtain a good initial search point for the long-term motion
estimation that follows. Then, the search is refined using the Nelder-Mead Simplex method. The global
approach allows to reduce computational cost and improves the accuracy of motion estimation.

ROBUST MOTION SEGMENTATION FOR HIGH DEFINITION VIDEO SEQUENCES
USING A FAST MULTI-RESOLUTION MOTION ESTIMATION BASED ON SPATIO-
TEMPORAL TUBES
Olivier Brouard,IRCCyN/IVC, France; Fabrice Delannay, Vincent Ricordel, Dominique Barba,
IRCCyN, France

Abstract: Abstract Motion segmentation methods are effective for tracking video objects. However, ob-
jects segmentation methods based on motion need to know the global motion of the video in order to back-
compensate it before computing the segmentation. In this paper, we propose a method which estimates the
global motion of a High Definition (HD) video shot and then segments it using the remaining motion informa-
tion. First, we develop a fast method for multi-resolution motion estimation based on spatio-temporal tubes.
So we get a homogeneous motion vectors field (one vector per tube). From this motion field, we use a robust
approach to estimate the parameters of the affine model that characterizes the global motion of the shot. Af-
ter back-compensation of the video shot global motion, the remaining motion vectors are used to achieve the
motion segmentation and extract the video objects.

HIERARCHICAL MOTION ESTIMATION USING RECURSIVE LMS FILTERS
Mejdi Trimeche, Jani Lainema,Nokia Research Center, Finland; Moncef Gabbouj,Tampere Uni-
versity of Technology, Finland

Abstract: In this paper, we present a hierarchical motion estimation algorithm that is based on adaptive LMS
filters. The algorithm is an extension of an earlier work [1], which uses an adaptive 2-D LMS filter to match the
intensity values while passing through the image pixels according to a Hilbert scanning pattern, the algorithm
adapts the corresponding set of FIR coefficients. The peak value in the resulted coefficient distribution points
to the localized displacement that happens between two consecutive frames. We extend the algorithm to use
mirrored scanning and we apply it hierarchically across diadic spatial resolutions. The obtained displacement
at each resolution level is mapped to the next level, which reduces the search area and improves the precision
of the matching process. The algorithm is particularly useful for tracking slowly varying motion, such as affine
or rotational motion, and is also robust to noise. We also show an example application for motion compensated
sharpening of video frames using the proposed LMS filtering without explicit computation of the displacement
vectors.

ESTIMATION OF GLOBAL MOTION USING A MODIFIED LORENTZIAN WEIGHT
FUNCTION
Nafisa Tarannum, Michael Frater, Mark Pickering,UNSW, Australia

Abstract: Global motion estimation (GME) is an extensively used tool for many important video processing
applications including mosaicing, image registration, video compression and segmentation. The presence of
large foreground objects or other distortions often hinders the process of GME. The main challenges in this area
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are the combining of the motions of the background and foreground objects and the use of user-defined thresh-
olds that are often sequence dependent. We propose an improved algorithm that solves the above-mentioned
problems by an automatic block-based weight function based on the Lorentzian estimator. This algorithm auto-
matically ignores the effect of large foreground objects without the requirement of any user-defined threshold.
Experimental results on different test sequences show the superior performance of this technique over some
recent methods.

MOTION ANALYSIS OF 3-D DUAL-TREE DISCRETE WAVELET TRANSFORM
Jingyu Yang,Department of Automation, Tsinghua University, China; Yao Wang,Electrical and
Computer Engineering Dept, Polytechnic University, Brooklyn, NY 11201, China; Wenli Xu,
Qionghai Dai,Department of Automation, Tsinghua University, China

Abstract: 3-D dual-tree discrete wavelet transform (DDWT) is attractive for video representation since it
isolates motion along different directions in its directional subbands, and has been employed for video coding.
In this paper, we analyze its efficiency in capturing motion activities. Similar analysis is then extended to 3-
D anisotropic DDWT (ADDWT). Experiments verify the effectiveness of our analysis. Based on the motion
analysis, we realize that 3-D DDWT/ADDWT can not adapt to intense motion activities, and propose a new
transform structure for high motion sequences. It is shown that the new scheme brings about 1dB coding gain.

FAST AND ACCURATE GLOBAL MOTION ESTIMATION BY COMBINING PIXEL
SUBSAMPLING AND OUTLIER REJECTION
Hussein Alzoubi, W. David Pan,Dept. of ECE, University of Alabama in Huntsville, United States

Abstract: Tools based on global motion estimation (GME) have been adopted by the MPEG-4 standard. Esti-
mating global motion parameters tends to be computationally intensive, due to the involvement of all the pixels
in the calculation. If real time video coding using GME is required, then fast and accurate GME techniques
are critical. Our previous work has shown that fast GME could be achieved by choosing a small subset of
pixels for GME, by following certain subsampling patterns. However, GME based on these subsampling meth-
ods often suffer from loss in motion estimation accuracy. On the other hand, the accuracy of GME depends
heavily on outlier rejection, which seeks to detect and eliminate those pixels (outliers) that do not follow the
general pattern of the global motion. In the MPEG-4 standard, about 10% of the outlier pixels are skipped in
the GME. Therefore, interestingly, outlier rejection could also lead to modest reduction in the computational
complexity of the GME. In this paper, we show how to achieve faster and more accurate GME, by integrating
pixel subsampling into the outlier rejection process of a conventional GME method. Simulation results showed
that, at a subsampling ratio of 1/4, the proposed method could achieve about three times of speedup over the
conventional GME method that uses outlier rejection alone, while attaining an average estimation accuracy
slightly higher than the conventional method.
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Kaup, Andŕe, 68, 73, 94, 97
Khirallah, Chadi, 83
Kikuchi, Hisakazu, 71
Kirchhoffer, Heiner, 63
Klein Gunnewiek, Rene, 83

114



Kletsel, Dimitry, 59
Klomp, Sven, 92
Kondoz, Ahmet M., 62, 68, 73
Krutz, Andreas, 96
Kubasov, Denis, 92
Kumwilaisak, Wuttipong, 75, 106
Kunter, Matthias, 96
Kuszpet, Yair, 59
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Péchard, St́ephane, 57
Pan, W. David, 112
Panci, Gianpiero, 58
Pastuszak, Grzegorz, 55
Pedro, Jośe, 100
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Sohn, Kwanghoon, 86

Sohn, Yumi, 52
Sousa, Leonel, 66
Stankiewicz, Olgierd, 87
Stankovic (Fagoonee), Lina, 83
Stankovic, Vladimir, 83
Stasinski, Ryszard, 65
Steinebach, Martin, 66
Stirner, Matthias, 79
Stoufs, Maryse, 98
Sun, Jun, 52, 106
Sun, Qichao, 54, 58
Superiori, Luca, 98
Suzuki, Takayuki, 65

Taal, Jacco, 103
Tagliasacchi, Marco, 99, 104
Takahashi, Masashi, 56
Takala, Jarmo, 94
Takamura, Seishi, 53, 69
Tanimoto, Masayuki, 76
Tansuriyavong, Suriyon, 65
Tarannum, Nafisa, 111
Thamcheewan, Phakorn, 106
Thoma, Herbert, 70
Tonoli, Claudia, 99
Topal, Cihan, 78
Trimeche, Mejdi, 111
Tsai, Chen-Han, 87
Tsai, Chuan-Yung, 87
Tseng, Shau-Yin, 88
Tubaro, Stefano, 99, 104

Uemori, Takeshi, 76
Unterweger, Andreas, 70
Usach, Pau, 107

Valenzise, Giuseppe, 104
Valipour, Mehrdad, 103
Van Aerschot, Ward, 79
Van de Walle, Rik, 83
Varodayan, David, 60, 84
Vetro, Anthony, 51, 105
Vetterli, Martin, 82, 85
Vitulli, Raffaele, 81

Wang, Qiang, 56

116



Wang, Xianglin, 71
Wang, Yao, 112
Wang, Ye-Kui, 76
Westerlaken, Ronald, 83
Wiegand, Thomas, 63
Wong, Man-Lan, 89
Worrall, Stewart T., 62, 68, 73
Wu, Feng, 62
Wu, Mo, 108
Wu, Xiaoyang, 54, 58

Xiong, Zixiang, 83, 85
Xu, Jizheng, 62
Xu, Long, 70
Xu, Wenli, 112
Xue, Jianru, 70

Yang, Jingyu, 112
Yang, Jungyoup, 100
Yang, Ping, 75
Yang, Yang, 83
Yann, Gaudeau, 74
Yashima, Yoshiyuki, 53, 69
Yendo, Tomohiro, 76
Yin, Peng, 80
Yoo, Kiwon, 86
Yu, A. C., 62, 68
Yu, Lu, 54, 58, 88

Zahir, Saif, 81
Zakhary, Sameh, 66
Zepernick, Hans-J̈urgen, 102
Zhang, Dongdong, 53
Zhang, Jing, 69
Zhang, Kai, 56, 62
Zhang, Ke, 88
Zhang, Xudong, 97
Zhao, Debin, 56, 70, 106
Zhao, Fan, 80
Zhao, Yafan, 95
Zheng, Nanning, 70
Zhu, Guangxi, 58
Zhu, Yunpeng, 88
Zia, Waqar, 98, 101

117


