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ABSTRACT


Efficient storage, transmission, and manipulation of video information are key requirements in many multimedia applications currently being addressed by MPEG-4 [� REF mpeg4_reqs \* MERGEFORMAT �1�]. To fulfil these requirements a new approach for representing video information which relies on an object-based representation, has been adopted. In contrast with currently available video coding standards [� REF h261 \* MERGEFORMAT �2�,� REF mpeg1 \* MERGEFORMAT �3�,� REF mpeg2 \* MERGEFORMAT �4�,� REF h263 \* MERGEFORMAT �5�], in MPEG�4 a scene is understood as a composition of Video Objects (VOs) characterised by their shape, motion, and texture. Each VO is then individually coded and corresponds to an entity in the bitstream that can be individually accessed and manipulated, while composition information is sent in a separate  logical stream.


This paper briefly describes the current MPEG-4 Video Verification Model (VM) [� REF mpeg4_vm5 \* MERGEFORMAT �6�]. Moreover it presents results of coding VOs with the MoMuSys implementation of the MPEG�4 Video VM, illustrating some of the functionalities allowed by this object-based video representation.


introduction


With the widespread of multimedia technologies, new methods for representing audio-visual information that allow a more natural way for the human beings to interact with this information, are needed (� REF mpeg4_context \* MERGEFORMAT �7�(. A coding architecture that provides an independent representation of the objects in the scene can provide the requested interactive functionalities.


In the case of video, it will be for instance possible:


to focus the attention of the user into a particular object by coding it with better quality than the rest of the scene;


to allow the user to select, manipulate, and change attributes of semantically meaningful objects;


to compose new scenes with objects from different sources.


Video coders based on this type of architecture can provide not only the above mentioned interactive functionalities, but also achieve a better subjective quality for the same amount of bits spent, by using a bitrate allocation function more adapted to the Human Visual System, or by favouring the subjectively more important objects, e.g. in quality, in error protection, or in resolution. The distribution of the available resources can also be guided by the application’s user himself depending on his specific interests.


The International Standards Organisation (ISO) has recognised the need for the standardisation of such technology and thus decided to launch the MPEG-4 project addressing object-based representations of audio-visual information. This activity is expected to achieve International Standard status by November 1998.


MPEG-4 deals with the efficient representation of (semantically relevant) audio-visual objects, allowing content-based interactivity. In the area of video, and besides compression and error robustness, key issues are the separate (and scalable) representation of objects, the capability to deal with both synthetic and natural data, and the universal accessibility of audio-visual data through a wide range of storage and transmission media. 


Section � REF _Ref381151342 \n �2� of this paper briefly describes the general structure of the MPEG-4 Video VM, as well as the main tools and algorithms used in this coding scheme. Section � REF _Ref381788878 \n �3� illustrates the coding performance of this scheme using some of the MPEG-4 sequences, and shows examples of some of the functionalities supported by this object-based video representation.


MPEG-4 video representation and Coding


Video Objects instead of just Pixels


The MPEG-4 Video VM supports the representation of video objects (VOs) of natural or synthetic origin, coding them as separate entities in the bitstream which the user can access and manipulate (cut, paste, scale, etc.).


In the MPEG-4 context, a VO can still be the traditional case of a sequence of rectangular frames formed by pixels. But a VO can also correspond to a sequence of arbitrarily shaped sets of pixels possibly with a semantic meaning, given that this higher level information is somehow made available (e.g. by providing shape or transparency information).


The way VOs are identified is not within the scope of the MPEG�4 standard - it is considered as a pre-processing step. MPEG-4 wants to provide the means to represent any composition of objects, whatever the methods used to achieve the composition information. The arbitrarily shaped VOs can be obtained by a variety of means such as: automatic, or assisted segmentation of natural data, chroma key techniques, or synthetic computer generated data. The video test material currently used in MPEG�4 contains both rectangular and pre-segmented VOs. Since MPEG-4 usefulness will strongly depend on the availability of robust tools for video analysis and content production, it is expected that significant developments will happen in the near future in this area, notably by taking into account techniques already in use in the area of Computer Vision [� REF video_analysis \* MERGEFORMAT �8�].


Currently the MPEG-4 Video VM bitstream syntax consists of an hierarchy of classes: Video Session (VS), Video Object (VO), Video Object Layer (VOL), and Video Object Plane (VOP). The VS class is the highest entity in the class hierarchy and may contain one ore more VOs (VO1, VO2, …, VON), while each VO can consist of one or more layers (VOL1, VOL2, …, VOLN) which can be used to enhance the temporal or spatial resolution of a VO. Thus the VOL class is used to support temporal and spatial scalabilities. An instance of a VOL at a given time instant is called a Video Object Plane (VOP).


MPEG�4 Video Verification Model


The development of the MPEG�4 standard is done by means of a competition phase followed by a cooperation phase. In the first phase, ideas were brought to MPEG�4, and the most promising ones were selected. Then, in the cooperation phase, all the institutions involved in MPEG work on a so-called Verification Model (VM), built on the identified most promising techniques, in order to improve it and verify its ability to provided the envisaged functionalities. Improvements to the VM are possible by means of Core Experiments (CEs), where competing techniques are compared with the corresponding ones already included in the VM (� REF mpeg4_vm5 \* MERGEFORMAT �6�(, for possible substitution.
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Figure � SEQ Figure \* ARABIC �1� - MPEG-4 video coder structure


� REF _Ref381159542 \* MERGEFORMAT �Figure 1� shows the general structure of an MPEG�4 video coder. The main feature of this structure is that each 2D arbitrarily shaped VO in the scene can be independently coded, eventually using different tools and algorithms according to its characteristics. Moreover, the user may be allowed to select different coding parameters for each VO, as well as which VOs to code (following a prioritisation of the objects established by himself). Together with the VO information, the coder also sends a composition script (in a separate stream) that allows the decoder to reconstruct the original scene.


The general structure of an MPEG�4 video decoder is shown in � REF _Ref381160622 \* MERGEFORMAT �


Figure 2�. Here each VO is separately decoded, and the scene is composed according to the transmitted composition information. Some applications may in addition support user interaction, thus allowing the user to select the objects to decode, as well as to influence the way they are composed.





�





Figure � SEQ Figure \* ARABIC �2� - MPEG�4 video decoder structure


An object-based representation of 2D arbitrarily shaped objects, requires the transmission of shape information in addition to motion and texture (luminance and chrominance) information. � REF _Ref381169079 \* MERGEFORMAT �Figure 3� shows the general structure of the VOP encoder which is currently the base of the MPEG�4 VM. The main novelty relatively to currently standardised video coders is the shape coding block; however both the motion estimation/motion compensation and texture coding blocks had to be adapted to deal with arbitrarily shaped VOPs.
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Figure � SEQ Figure \* ARABIC �3� - MPEG-4 VOP encoder


Although VOPs can have arbitrary shapes, the VOP coding scheme relies on a “Macro-Block” (MB) based structure. The VOP is enclosed in a rectangular bounding box (BB) which minimises the number of MBs that have to be coded (see � REF _Ref381269124 \* MERGEFORMAT �


Figure 4�). In this case, three types of MBs may appear:


transparent MBs (for which no information is sent);


MBs fully within the VOP;


boundary MBs (for which a technique called MB-based padding is applied both to luminance and chrominance).





�





Figure � SEQ Figure \* ARABIC �4� - VOP bounding box


Texture coding as well as motion compensation techniques are basically similar to those used in the currently available video coding standards. They consist in a combination of DCT with block-based motion estimation and compensation. 


Texture coding for MBs fully inside the VOP is done using DCT on 8x8 blocks. For boundary MBs, there are two techniques to choose from:


regular DCT after block padding for the pixels outside the VOP shape;


shape adaptive DCT (SA-DCT).


Quantisation can be done either according to the H.263 or MPEG�2 rules. To improve coding efficiency, intra prediction of both DC and AC coefficients can be used for Intra (I) and Predicted (P) VOPs. Moreover, and similarly to previous MPEG standards, also bi-directional object-based temporal prediction is possible by using B�VOPs.


As in the ITU-T H.263 standard, motion estimation and compensation techniques include the support of unrestricted motion vectors, and overlapped motion compensation.


The VOP shape can be either binary or “grey-level”. In the second case, besides coding contour information, it is also necessary to code transparency information. Binary shapes are coded with an improved Modified Modified Read technique (M4R) while grey-level shapes are coded by separately coding its support as a binary shape, and the transparency value of its pixels as a texture component with arbitrary shape (luminance values only).


Although all the tools currently in the MPEG�4 Video VM are inherently MB-based, completely object-based coding tools can become part of the VM in the future. To accommodate this possibility, the video coding information can be multiplexed in two distinct modes: i) a combined motion-shape-texture mode, where motion, shape and texture information are arranged in an MB basis and put in the bitstream MB after MB (for each VOP); ii) a separate motion-shape-texture mode where all the motion, shape, and texture information are arranged in a VOP basis and put in the bitstream separately one after the other.


In order to increase the robustness of the coded information in error-prone environments, an error resilient mode is available, through the introduction of regularly spaced resynchronisation markers and the transmission, in an absolute mode, of some redundant key information (e.g. MB number and quantisation parameters). This way, and since each VO is individually coded, selective protection of VOs is supported.


MPEG-4 Video VM Implementations


There are currently two reference software implementations of the MPEG-4 Video VM: one provided by the European project ACTS MoMuSys (where IST actively participates), written in C, and another provided by Microsoft, written in C++.


results


This section illustrates some of the functionalities supported by the MPEG-4 Video VM, notably object coding prioritisation, and content-based manipulation of video objects.


Object Coding Prioritisation


� REF _Ref381170120 \* MERGEFORMAT �Fig. 5� shows one original frame of the sequence “News” and the binary alpha plane of the speakers object. � REF _Ref381170955 \* MERGEFORMAT �Fig. 6� shows the corresponding coded frames using a total target bitrate of 16 kbit/s: 


using the ITU-T H.263 coding scheme, i.e. coding full frames without distinguishing the objects; 


using the MPEG-4 Video VM and coding the objects (background and speakers) with different target bitrates depending on their subjective relevance (4 kbit/s for the background and 12 kbit/s for the speakers).





�  �


Fig. � SEQ Figure \* ARABIC �5� - “News”: original image and speakers alpha plane


�  �


	a) 	b)


Fig. � SEQ Figure \* ARABIC �6� - a) H.263 - full frame; b) MPEG-4 VM - 2 VOs


As it can be seen in � REF _Ref381170955 \* MERGEFORMAT �Fig. 6� b), there is a noticeable improvement in the subjective quality of the more important object - the speakers - due to the prioritisation of this object by assigning it a higher bitrate than the less important object - the background. It is fair to say that similar selective quality coding functionalities can also be obtained in the context of frame-based coders, e.g. H.263. However no interaction with the objects is possible since they do not exist as separate entities. � REF _Ref381171632 \* MERGEFORMAT �Table 1� shows the Peak Signal to Noise Ratio (PSNR) for the situations illustrated in � REF _Ref381170955 \* MERGEFORMAT �Fig. 6�, obtained for the coding of 100 frames of the sequence “News”, in QCIF spatial resolution, at 10Hz. 


Table � SEQ Table \* ARABIC �1� - “News”: PSNR at 16 kbit/s


�
H.263�
MPEG-4�
�
�
�
VO0�
VO1�
�
Bit rate (kbit/s)�
16.21�
4.10�
11.99�
�
PSNR Y (dB)�
29.32�
27.88�
29.48�
�
PSNR U (dB)�
34.61�
29.99�
38.49�
�
PSNR V (dB)�
35.77�
32.71�
38.14�
�
Content-Based Manipulation


In this section a simple example of content-based manipulation of video objects is shown. � REF _Ref381172189 \* MERGEFORMAT �Figure 7� shows two frames of the sequences “Akiyo” and “Sean”, each one containing two objects: the background and the person. Once these two objects have been independently represented and are accessible in the bitstream they can be re-used and combined to produce other scenes. This is shown in � REF _Ref381172417 \* MERGEFORMAT �Figure 8� where two snapshots of new sequences produced with the objects of the previous ones are shown. 





�  �


Figure � SEQ Figure \* ARABIC �7� - “Akiyo” and “Sean”: original images


�  �


Figure � SEQ Figure \* ARABIC �8� - Composed images


Final Remarks


The MPEG�4 standard, being the first to support a truly object-based representation of audio-visual information, allows a number of new exciting functionalities. By using a composited representation of the scene in terms of VOs, the current MPEG-4 Video VM supports functionalities such as content-based video manipulation, object coding prioritisation, selective error protection, object-based scalability, and object re-using. These functionalities are requested for applications such as content-based multimedia database access, games, home editing, advanced audio-visual communications, tele-shopping, and remote monitoring and control.
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