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Abstract. The increasing amount of digital audiovisual information and the need to efficiently and effectively describe and retrieve this information as well as the big technological developments in the related domains have been acknowledged by MPEG (Moving Pictures Experts Group) by initiating a new work item, formally called “Multimedia Content Description Interface” but better known as MPEG-7. This paper will introduce the MPEG-7 standard, with special emphasis on the adopted shape descriptors: Curvature Scale Space and Zernike Moments. Finally, the description and retrieval mechanism based on the MPEG-7 shape descriptors developed will be presented.

The Context

Digital audiovisual information is nowadays accessible to everybody, not only in terms of consumption but increasingly also in terms of production. But if it is today easier and easier to acquire, process and distribute audiovisual content, it must also be equally easy to access the available information because huge amounts of digital audiovisual information are being generated, all over the world, every day. Unfortunately, identifying the desired information, by retrieving or filtering, is becoming more and more difficult.

Due to the increasing need of automatically retrieving audiovisual information, since there are ever more activities where this kind of information is required, various description and retrieval mechanisms have emerged in the Internet although most of them still based on textual descriptions. Consequently, much of the audiovisual information found over the web is found by pure luck or difficultly because of the enormous number of irrelevant results to each query made. Even though these mechanisms are not the best solution, the majority of the users still keeps using them in spite of their limitations, which in fact highlights how big is the need that they address and thus the urge to solve the problem of audiovisual content description in a more efficient and adequate way. 

Nowadays, much of the audiovisual content available is being manually annotated, which obviously is no more an acceptable method for two major reasons: the exponentially growing amount of information to describe would imply great costs and human resources, and the subjectivity inherent to textual descriptions would restrict the usage of the content in different application domains. These facts highlight the need to describe automatically and objectively the audiovisual information, requiring tools that automatically extract more or less complex audiovisual features from the content and substitute or complement manual descriptions. Unlike the textual descriptions, these audiovisual features will allow the content to be described advantageously in three ways: automatically in which case not the specialists but the machinery will worry about the great amount of information to describe, objectively where problems such as subjectivity and specialization are eliminated, and adapted to the audiovisual content (it is audiovisual not textual) allowing queries to be formulated in a way more adequate to the content in question, e.g. using colors, shapes and motion.

The MPEG-7 Standard

The growing amount of on-line information, the consequent increasing need to efficiently and effectively retrieve audiovisual information and the big technological developments in the related domains have been acknowledged by MPEG (Moving Pictures Experts Group) [1], which is the ISO standardization committee responsible for important audiovisual representation standards such as MPEG-1, -2 and -4. In this context, MPEG initiated a new work item, formally called “Multimedia Content Description Interface” but better known as MPEG-7, with the objective to specify a standard way of describing various types of audiovisual information, including images, video, speech, audio, graphics, 3D models, and synthetic audio, irrespective of its representation format, e.g. analog or digital, and storage support, e.g. paper, film or tape [2]. 

Since the MPEG-7 emphasis is on audiovisual content but textual information is still of great importance in the description of audiovisual information, the standard will not specify new description tools for text, but will rather use existing solutions for describing text documents, and will support them as appropriate [3]. Moreover, MPEG-7 will allow linking audiovisual data descriptions to any associated data, notably textual data. MPEG-7 will be generic, and not especially tuned to any specific application. Like the other members of the MPEG family, MPEG-7 will be a standard representation of audiovisual information standardizing the minimum number of tools in order to guarantee interoperability. To address the audiovisual description challenge, MPEG-7 will standardize four types of tools [3]:

· Descriptors – define the syntax and semantics of a representation entity for a feature, e.g. time-code for representing duration, color moments and histograms for representing color, a character string for representing a title.

· Description Schemes – consist of one or more descriptors and description schemes as well as the structure and semantics of the relationships between them, e.g. a movie, temporally structured as scenes and shots, including some textual descriptors at the scene level, motion descriptors at the shot level, and color and shape descriptors for the key-frames in each shot.

· Coding Schemes – allow to generate descriptions encoded to fulfill relevant requirements, such as compression efficiency, error robustness, and random access.

· Description Definition Language (DDL) – allows to specify and extend the existing description schemes and possibly descriptors, as well as the creation of new ones.

These four types of tools are the normative elements of the standard, implying that they will have to be implemented as defined by the standard in order to guarantee the interoperability of the description and retrieval mechanisms. Consequently, and besides its fundamental importance, the feature extraction tools, the querying methods, the similarity measures and the description generation and coding processes are not standardized because this is not essential to guarantee interoperability between different mechanisms. This strategy ensures that good use can be made of the continuous improvements in the relevant technical areas with the consequence that new automatic analysis tools can always be used, also after the standard is finalized, and that it is possible to rely on competition for obtaining ever better results. The description of content may be done using the so-called low-level features, such as color and shape for images, and pitch for speech, as well as through higher-level features like genre classification, and rating, with a semantic value associated to what the content means to humans. Although low-level features are easier to extract since they are automatic and objective (they can typically be extracted fully automatically), the truth is that most (non-professional) consumers would like to express their queries as much as possible at the semantic level (which is rather difficult using only automatic extraction). As it is possible to design a description framework that combines low-level and high-level features, there is no need to choose one and only one of the two types of features. This low-level versus high-level features dichotomy is central to MPEG-7 and constitutes one of the major differences between MPEG-7 and other emerging audiovisual description solutions. In fact, description genericity requires low-level, non-context dependent, features, pointing towards the harmonious integration of low-level, signal processing based, features and high-level, audiovisual understanding based, features which convey semantic meaning.  

Following the interactivity trend which states that users want to access deeper than the frame level in terms of video content, MPEG-7 will allow to independently describe not only video scenes but also the various objects in the scene adopting the object-based data model already adopted by the MPEG-4 standard [4]. Adopting the object-based data model means that the low-level description of each video object in the scene has to consider three major types of data: texture, motion and shape. MPEG-7 has already adopted a set of descriptors to represent relevant features associated to these data [5]. These features can be automatically extracted to objectively describe the content without any type of semantic, application dependent, mapping. This will allow the same objective description to be used in many different semantic environments, by having the low-level – high-level semantic mapping made at the time of the retrieval. This will give power to an essential rule: “a content asset is everything it can be and not only what an indexing expert at a certain moment decided it to be”. 
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Figure 1 – Image and corresponding shape information: a) bream, b) children and c) container
An Application for MPEG-7 Shape Description and Retrieval 

The object-based data model adopted by the MPEG-4 and MPEG-7 standards brought for the first time to the international standardization arena the shape information. Shape information is essential both for the coding as well as for the description of arbitrarily shaped objects. While MPEG-4 defined the first shape coding standard, it is the task of MPEG-7 to define the first set of standard shape descriptors. For the moment, MPEG-7 already chose two shape descriptors: a contour-based descriptor (description of the closed contour of a simple object or region) based on the Curvature Scale Space (CSS) representation and a region-based descriptor (description of complex objects defined as a set of regions) based on Zernike moments [5]. These descriptors shall provide in an efficient way all the relevant shape related functionalities, whatever the application domain.

This paper presents an MPEG-7 based image description and retrieval application for shape information, developed at Instituto Superior Técnico. This application allows the current MPEG-7 shape description tools to be evaluated and compared regarding some alternative description tools, notably for shape information.  Besides the standard MPEG-7 shape descriptors, Multi-Layer Eigen-Vectors and turning angles shape descriptors are already been implemented. All the tools have been implemented in the context of the MPEG-7 Experimentation Model (XM) software which allows the application to exploit all the other description tools available within MPEG-7.
In terms of description, the application allows the integration of several low-level descriptors, e.g. shape and colour, in the same description. The retrieval mechanism uses a dual solution for shape information based on retrieval by example and by sketch. Moreover several similarity measures are being studied with the implemented shape descriptors in order to conclude about the best matching procedure for shape information.

The application developed allowed the comparative performance analysis of the implemented shape descriptors (standard and non-standard) using the MPEG-7 data set and well defined experimental conditions (using MPEG-7’s evaluation methods). Future work will consider the development of high-level semantic mapping methods based on low-level shape descriptors to allow more intuitive image and video retrieval procedures.
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Figure 2 - Application: a) Description Interface, Retrieval Interface b) by Example and c) by Sketch

In conclusion, this paper proposes an application allowing to study and evaluate a new type of tools – shape description tools. These tools support new functionalities in the context of the new object-based visual data representation model more adapted to provide the object-based retrieval, manipulation, interaction and customisation capabilities more and more required by multimedia applications and users.
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