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�Abstract

With the widespread use of multimedia information across a growing number of different platforms and networks, new and challenging opportunities are opened to the production of audio-visual material. It is always important to remember that content should be created and represented in a framework that is able to give the user as much real world-like capabilities as possible. The more we know about the content, the more its representation can be efficient and powerful, in terms of what one can do with it.

In line with this evolution, the ISO MPEG-4 activity is developing a new video representation standard that wants to keep in the transmission/storage as much knowledge about the scene as possible, by providing tools able to independently code individual objects in a scene. This object-based coding approach requires the ability to identify (meaningful) objects in a scene, as well as other features which will allow not only to improve the performance of currently available functionalities, e.g. coding efficiency, but also to provide new ones, notably content-based interactivity.

In this context where video analysis becomes the key for the success of new multimedia applications, this paper wants to propose a general video analysis scheme, as well as to present some first results.

1  Introduction

In view of the current developments in video coding and the emergence of new video representation standards such as MPEG�4, the ability to analyse a video sequence, notably to identify meaningful objects and to characterise these objects, will be a decisive factor of success for a number of multimedia applications.

For this purpose the video coder must be provided with a set of analysis results, such as the identification of regions� or objects�, together with a number of corresponding features. The use of this analysis information will enable, at least: 

new functionalities that exploit the content of video sequences, notably for interaction;

gains in global compression efficiency;

improved robustness to errors. 

Content-based interactive functionalities are related to the separate multiplexing of each object in the final bitstream. This allows the receiver to extract and manipulate each object in an independent way, and to combine them producing the output scene according to a composition script, transmitted or locally defined (user controlled). Content is then associated to the individual objects in the scene, to the composition information that allows to build it, and to any other form of data associated.

Compression efficiency can be improved if coding tools are dynamically chosen for each object depending on its characteristics (e.g. everyone knows how frustrating it is to transmit a text using a hybrid coding scheme). There is also the possibility to adapt some of the coding conditions and parameters to the specific characteristics of each object, such as the spatial resolution and temporal rate, resulting in a more adequate distribution of the available bitrate and thus in a better subjective quality.

The selective protection of the various objects, may also be a powerful way to achieve better performance in error-prone environments. Again, subjective quality gains for the same available bitrate are possible in comparison to the traditional frame-based coders.

In conclusion: the identification of the relevant objects in a scene allows their selective processing and brings the gains resulting from the adaptation of the processing and coding methods to the various types of data to code. This can be done in a context where the audio-visual (AV) scene is understood as a composition of AV objects according to a script that describes their spatial and temporal relationships. Such a composition approach allows the easy integration of synthetic video content, as well as of other types of data that may be associated to the AV objects, e.g. text, 2D graphic overlays.

This object-based coding approach is being followed by MPEG�4 (1(. In fact, and unlike its predecessors - MPEG�1 and MPEG�2, MPEG�4 will make the move towards representing the scene as a composition of objects, rather than just pixels. MPEG�4 also recognises that an increasing part of AV content is computer-generated, and that information of various natures can be associated with the content for later use. Finally MPEG�4 takes into account the enlarged role of interactivity, as more and more types of networks and terminals where interaction has a major role become popular, e.g. Internet and personal computers (2(. 

As usual in MPEG, only the decoder and the transmission syntax are to be standardised. Thus, the video analysis block, even though essential for the final performance of the standard will not become part of the standard. This means that MPEG-4 will code any composition of objects building a scene, whatever the methods and criteria used to determine the composition. This approach has the major advantage of leaving room for continuous improvement in terms of video analysis since any development may immediately be used without any incompatibilities. It also avoids the adoption of certain methods and criteria/semantics, e.g. for segmentation, which would inevitably be related to some applications (and very likely inadequate for others).

In this paper, the role of the video analysis block is discussed. Moreover, a general video analysis scheme is proposed, and first results are presented.

2  Analysis for Coding

The problematic of video analysis in the context of a video coding framework that has as major objectives improved compression efficiency and the support for interactive functionalities is addressed in this paper (figure 1). These targets are essential for the emergence of advanced multimedia applications.
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Figure 1 - Relation between video analysis and video coding

2.1  The Objectives

The main objectives of the video analysis block, in a video coding framework, are the identification of objects that conform to some criteria relevant for the application in question, as well as the extraction of relevant features for each object, or for the global scene, which can help the subsequent coding process.

Depending on the type of application envisioned, we may be interested in producing, as output of the video analysis block, some of the following items:

Segmentation of the scene, according to some specified criteria;

Tracking of objects along the sequence;

Prioritisation of objects;

Depth ordination of objects;

Detection of the presence of a certain object (or type of object) in the sequence;

Detection of scene changes (shots) in the video sequence.

Also a number of features for each object can be of interest:

Identification of the more appropriate temporal resolution (frame rate);

Identification of the more appropriate spatial resolution;

Identification of the appropriate quality (e.g. SNR) with which the object should be coded;

Identification of appropriate scalability layers, including its number;

Identification of special needs for protection against errors in communication channels;

Indication if a object should be stored in memory for future reference
. This can be a result of the analysis of the entire sequence where the “key images” for a given object are detected;

Extraction of parameters useful for indexing (e.g. size, shape, motion, colour, first and last images where the object is present in the sequence).

2.2  Segmentation

Segmentation is an essential module of the video analysis block and it may serve two main purposes [3]: 

Segmentation for composition - identification of meaningful objects according to some specified semantics;

Segmentation for coding - detection of homogeneous regions according to some criteria, eventually requiring re-segmenting previously identified objects (e.g. to be able to use region-based coding techniques in view of higher efficiency).

While in the first case interaction with the user may be considered, in the second case segmentation is fully automatic. 

Unfortunately a complete theory of video segmentation is not available [4,5]. Video segmentation techniques are many times ad hoc in its genesis and differ in the way they compromise one desired property against another. As Pavlidis [6] puts it: “The problem is basically one of psycophysical perception, and therefore not susceptible to a purely analytical solution. Any mathematical algorithms must be supplemented by heuristics, usually involving semantics about the class of pictures under consideration.” And we would like to add the importance of the application in cause. According to Haralick and Shapiro [7], image segmentation can be defined as: “a process which typically partitions the spatial domain of an image into mutually exclusive subsets, called regions, each one of which is uniform and homogeneous with respect to some property such as tone, hue, contrast or texture and whose property value differs in some significant way from the property value of each neighbouring region.”

In the current context of video analysis for coding, this definition is somehow incomplete as it does not take into account the temporal dimension. The estimation of motion information between consecutive frames, and its analysis, can provide valuable information for merging regions that are not homogeneous in texture, but do belong to the same semantic object. Also a partition tracking module, that projects the previous segmentation partition into the current image, must be included to ensure a consistent evolution of objects in time.

Moreover, stronger and more complex segmentation criteria, other than based on luminance and chrominance properties, are usually needed depending on the semantics of the application. For instance, when considering a videotelephony application, the sequence present at the input is known to be of the head-shoulders-background type. This a priori information will be of major importance to identify the semantically relevant objects for this application. But also some other generic criteria such as size, position, depth order, etc. may be useful for object selection and prioritisation.

2.3  The Features

After a segmentation of the scene into its constituent objects has been achieved, a number of features for the global scene or for each object can be extracted. The features of interest depend on the application being targeted, and some of them have been listed in Section 2.1. For the purpose of extracting the desired features, a number of criteria have to be identified, evaluated and later combined.

One of the most interesting features is a priority label that can be assigned to each object, as it can be of use for a number of functionalities, either for coding more important objects with better quality, for better protection against errors, or for first priority transmission if resources become short. Some useful criteria for extracting this feature are the position of the object in the scene, the texture/colour characteristics, the type of motion, the contrast to neighbour objects, or the relative object size. Other relevant features to be extracted are related to the spatial and temporal resolutions, scalability layers, etc.

For applications in which the user can somehow interact with the analysis block, he may provide information that helps feature extraction.

2.4  Interaction and Feedback

As discussed in Section 2.2, the problem of video analysis cannot be completely solved just by using mathematical algorithms. They must be supplemented by heuristics that consider the semantics of the problem domain.

In this sense, any extra information than can be provided to the analysis block can help to significantly improve the quality of the output analysis results. The origin of this additional information can be:

The analysis block itself - the feedback of analysis results is useful for the adjustment of input analysis parameters;

The video coder - the feedback of coder statistics into the analysis block can help to adjust some parameters, so that the application goals are better matched;

Remote user interaction - in some applications, the user can interact with the image contents, and define or help to define the relevant objects and features. This type of interaction is foreseen in MPEG-4 receivers, by means of an upstream (or back) channel feedbacking user control information;

Local user interaction - for applications like information processing for database storage, some interaction with the content provider, prior to any coding, is usually determinant for the success in defining which are the interesting objects and the relevant indexing features.

Parameters that are usually known for each specific application, or constitute input parameters to the coding stage, can also be specified or tuned by these types of interaction and feedback, such as: 

the type of application;

the functionalities targeted; 

the output bitrate of the coder;

the image format(s) for coder input;

the type of networks to support; 

the number of target objects and the desired complexity of their shapes.

When local or remote user interaction is possible (depending on the type of application), more detailed information can be given, such as:

Identification of objects, e.g. by drawing an outline of the object in an image, by point-clicking with a mouse in interesting areas to establish markers, or by merging regions;

Identification of features, e.g. by setting priority labels for the objects;

Correction of the results provided by the automatic analysis.

Human interaction will usually take place at a given time instant. Thus it is highly desirable that from that moment on the provided information is automatically tracked in time.

3  The Methods

Video segmentation techniques can be divided into three major categories according to the main types of information they exploit. We have: 

texture segmentation techniques;

motion segmentation techniques;

combined motion-texture segmentation techniques.

The first group of techniques only considers spatial characteristics of the image for achieving a segmentation. It includes thresholding, edge detection, or region based schemes. The second group considers only the temporal homogeneity properties to segment a sequence. It basically covers change detection, and optical flow segmentation techniques. The third group uses, simultaneously or sequentially, both spatial (texture) and temporal (motion) information.

After a first set of regions has been identified, some of them will typically have to be merged together in order to reach a meaningful set of objects (usually only a limited number of objects are expected to be present in an image). Again, depending on the application, different criteria may be used. Some useful criteria for choosing regions to merge are:

size;

contrast to neighbours;

motion information;

texture/colour information;

position;

user information.

A number of criteria has to be evaluated and then combined to achieve good segmentation results.

3.1  The IST Analysis Scheme

In this paper we propose a general framework for video analysis, that we call IST - Integrated Segmentation and feature Tools (figure 2). The major objective of the IST framework is video segmentation but feature extraction is also present. This framework includes four analysis branches which are later combined: texture analysis, motion analysis, partition tracking and user interaction. Each of these branches has a specific function and solves specific problems in the analysis process. The idea behind their integration in a common framework is to exploit their strengths, compensating their weaknesses. 

Texture analysis usually produces segmentation partitions with a large number of small regions, far from the ideal partition in terms of semantic meaning. Motion analysis can effectively identify objects with homogeneous motion, but is unable to detect static objects. Moreover it tends to merge different objects with similar motion.
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Figure 2 - The IST general framework for video analysis



By combining the results of these two different analysis branches, and also considering partition tracking in time (to reach a time-coherent segmentation), as well as user interaction when available, it is possible to reach good segmentation results. For this combination it may be important to have a measure of the quality of the analysis results for each branch, e.g. for segmentation, in order better partial results have a higher influence in the final result.

If the combination of regions into objects performed at the region control module is based on a clustering using some region features, then this framework simultaneously provides some features for the objects, which may be useful for the subsequent coding process. This is illustrated in figure 3.

Since a general scheme is being proposed, specific implementations may omit some of its branches. For some applications it may be sufficient to use only motion analysis, e.g. for a surveillance scenario, where only the detection of objects entering the scene is relevant. For other applications, texture analysis combined with partition tracking can give good results. 

One of the advantages of the IST scheme is the fact that it may be developed in a progressive way, integrating one after the other the various analysis branches and thus being able to solve more and more analysis situations or reaching better results for the same situations. For the cases where complexity is an issue, the IST framework may easily be complexity ‘scaled’ by disabling the less relevant or complex branches, depending on the application. 

4  First Results

The IST video analysis framework described in Section 3 is currently under development and thus only first results are here presented.

For the moment, the texture analysis branch and some motion segmentation tools are implemented. Texture analysis considers each image individually. As shown in figure 3, this branch starts with a thresholding block that automatically detects the image histogram peaks, and adaptively thresholds the image. The elimination of very small regions is then performed to reduce the number of irrelevant regions under consideration. In this step, small regions are merged with their most similar neighbours, based on their dynamic range, contrast, and length of the common border.
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Figure 3 - Texture analysis branch for the IST scheme



The region control step is performed by classifying the regions according to simple features such as their affinity with neighbours, and merging them following this order. The features currently extracted for the classification of the regions are: 

the contrast to neighbours; 

the length of common border with neighbours.

The extraction of more sophisticated features may improve the performance of the region control block by providing it with more semantically meaningful classification information.

For the motion analysis branch, only isolated tools were developed until now, but their results already show the importance of this module in a general video analysis scheme.

Next steps of the implementation in view of video segmentation will be: tuning the motion segmentation module, implementing the tracking and user interaction branches, and finally defining the module to combine the information coming from the various analysis branches, and making the final partition decision. Extraction of features for coding efficiency and error protection purposes will also be considered.

The current implementation of the IST scheme has been tested on a number of different sequences, typical for several types of applications. From this first implementation it is already possible to understand the advantages and drawbacks of the various techniques being used, and thus their value for a scheme that wants to integrate tools with different tasks and targets.

4.1  Texture Analysis

The following images show results of texture analysis/segmentation for several sequences used in the MPEG�4 context. The results shown were obtained by processing QCIF images. Regions smaller than 25 pixels are eliminated by the ‘small region elimination’ block.
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Figure 4 - From left to right, top to bottom: original image, thresholded image (910 regions), after small region removal (73 regions), and after region control (5 regions)



� �

� �



Figure 5 - From left to right, top to bottom: original image, thresholded image (1122 regions), after small region removal (90 regions), and after region control (25 regions)



Figure 4 shows results for frame 0 of sequence “Akyio”, a videotelephone like sequence (class A sequence in MPEG�4 terminology - low spatial detail and low amount of movement); figure 5 shows results for frame 0 of sequence “Foreman”, a mobile videotelephone like sequence (class B sequence - medium spatial detail and low amount of movement or vice-versa); figure 6 shows results for frame 0 of sequence “Mobile & Calendar”, a TV like sequence (class C sequence - high spatial detail and medium amount of movement or vice-versa), and finally figure 7 shows results for frame 0 of sequence “Children” (class E sequence - hybrid natural and synthetic).
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Figure 6 - From left to right, top to bottom: original image, thresholded image (4108 regions), after small region removal (189 regions), and after region control (133 regions)
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Figure 7 - From left to right, top to bottom: Original image, thresholded image (1908 regions), after small region removal (185 regions), and after region control (80 regions)



As can be seen from these results, we get quite good results for simple images; the same is not true for very textured images. The sequence “Children” is a typical example where even a reasonably sophisticated texture segmentation will yield poor results. This basically means something already well known: texture analysis is not enough to reach good segmentations of general scenes, and thus the need to include the other analysis branches in the IST analysis framework. The consideration of motion information can already significantly improve the results shown and user interaction will finally refine the more critical situations, if the application conditions allow this kind of influence. 

4.2  Motion Analysis

In the following, we show how a very simple technique using temporal information can do, for some sequences, what complex texture analysis cannot do.

An extremely simple technique was used to produce the result in figure 8. It merely consists in detecting the pixels that changed (above a certain threshold) between two consecutive images - change detection, and finally applying an open-close filtering operation (for ‘cleaning’ purposes). Although it takes advantage of the temporal dimension it never estimates motion vectors and thus does not fully explore the potential of motion information. Figure 8 shows the results of applying this technique to frames 0 and 1 of the sequence “Children”. 
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Figure 8 - Result of simple change detection

5  Conclusion

Video analysis plays a determinant role in the context of multimedia applications that want to exploit the potential provided by coding standards such as MPEG�4. The identification of objects and associated features in a scene will not only allow the selective processing of the video sequence content, improving its compression performance but will also allow the provision of new functionalities, such as content-based access and manipulation.

In this paper, the objectives of video analysis for coding have been identified, and some analysis methods were discussed. The IST analysis framework was proposed as a general approach to the video analysis problem.

A first (and partial) implementation of the IST scheme was described, and some results presented. From these results we can conclude that (for general scenes) it is not possible to automatically segment a sequence by just performing a texture analysis. Another conclusion that can be drawn from the results presented, is that after an initial automatic segmentation step, it may be easy to constrain the partition set to match the desired objects (usually by merging objects) by means of user interaction. The partition tracking branch of the analysis scheme should then be able to ‘project’ this information for the next frames. In conclusion, it is expected that by including the four main branches of the IST analysis framework (texture analysis, motion analysis, partition tracking, and user interaction) a good segmentation and feature extraction environment will be made available to be used together with any object-based coding scheme, notably MPEG-4 coders.



This analysis environment will also be important for the upcoming MPEG�7 standard (8(. MPEG�7 - “Multimedia Content Description Information” - wants to achieve a standard description of various types of multimedia information for indexing purposes. Again, content identification and feature extraction will be decisive for developing applications that can exploit the possibilities opened by MPEG�7 (which again will not standardise the analysis techniques themselves).
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� Region - A collection of neighbouring pixels that are homogeneous (or similar), according to some property/criteria.

� Object - A region or a collection of regions that has a semantic (or other) meaning, according to some criteria (depending on the application).
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