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1.	Introduction


As a result of the impressive technological developments of the last decade, the world is facing today the pacific invasion of multimedia digital applications. Among these applications assume particular relevance multimedia communications which already started to transform our civilization.


Beside some important technological advances, the explosion of multimedia applications is related to the efficient way the standardization of audio-visual information representation methodologies has been evolving in the past ten years. For the first time, industries, operators, universities and research laboratories have been working together for the same target. In this process, assumes special relevance the Moving Pictures Experts Groups (MPEG) from the International Standards Organization (ISO) which has been responsible for the well known MPEG-1 and MPEG-2 standards. These standards are nowadays closely associated to the emerging invasion of digital audio-visual applications such as video on demand, digital TV, news gathering, multimedia databases, tele-shopping, etc. These standards, mainly based on a pixel-based statistical representation of audio-visual information, are the paradigms of the current generation of multimedia applications. This also means that available or near future emerging multimedia applications are limited by the way this representation technology ‘looks to the real world’.


However a new generation of multimedia applications based on new methodologies to ‘understand and represent the real world’ is already being prepared. This new technology is closer to the way the human being ‘looks and interacts’ with audio-visual objects in everyday life and should allow a new, more intuitive relation between the user and the audio-visual data. The audio-visual content/objects, and no more the pixels, will be the heart of the new representation methods. This means for example that the video coding methods will be based on more complex structures such as regions which ideally should be somehow associated to the content in the scene. 


Applications such as content-base retrieval of information from in-line libraries, interactive home shopping, home movie production, multimedia entertainment or animations integrating synthetic data will show new, surprising capabilities when content will “make sense” since it will be easily accessed and manipulated. 


Following this approach, the emerging ISO/MPEG-4 coding standard will soon support new ways, namely content-based, for communication, access and manipulation of digital audio-visual data allowing for interactivity, high compression and/or universal accessibility. Moreover, the new standard will have a structure that considers and copes with the rapidly evolving relevant technologies, providing a high degree of flexibility, extensibility and thus being time-resistant through the integration of new technological developments.


Although the world of multimedia applications is currently being continuously enriched with more surprises, a new generation of applications is expected to arrive by the end of century where ‘audio-visual data will become more human like’. 


This paper will review more in detail the situation and trends regarding the video representation technology since its requirements have been traditionally the most demanding.


2.	The First Generation of Digital Video Representation Technology


The last decade has been a great decade for image communications, and more specifically for video coding. The maturity of the coding concepts and techniques as well as the development of the digital technology allowed reaching several targets, not expected only a few years earlier. The standardisation bodies had a central role in this process, changing the way standardisation was done until then. Among the major achievements are the ISO/JPEG, ITU-T/H.261 and ISO/MPEG-1,2 standards, which established the basis for the future “image global village”. These standards support a large range of services from still image transmission and videotelephony to HDTV, exploring bitrates from 64 kilobit per second up to some tens of Megabit per second. All of them consider basically statistical, pixel-based, models of the two-dimensional image signal - waveform coding.


Hybrid coding schemes, based on predictive coding with motion compensation, transform coding and entropy coding have dominated the standardisation scene in the last years. The hybrid architecture has repeatedly proved to provide very good results in the context of the pixel-based approach, allowing to design successful solutions for several target services/bitrates, as different as videotelephony, video recording and digital TV and HDTV. 


The main standards available today for digital image/video coding are:


1) ISO/JPEG [1]


The need to improve videotex performance was one of the reasons for the creation, in the middle of the eighties, by ISO and ITU-T, of the Joint Photographic Experts Group (JPEG) directed to the standardization of a coding algorithm able to provide good quality photographic (still) pictures. For videotex - access to remote data bases via the telecommunications network - an efficient way to code single multilevel and colour pictures is essential. The JPEG standard uses transform coding, specifically the Adaptive Discrete Cosine Transform (ADCT) applied on 8x8 blocks and provides three operating coding systems: the baseline, the extended and the lossless systems. The ISO/JPEG algorithm is nowadays widely available and used in many still image applications, either based on software or hardware solutions.


2) ITU-T H.261 [2]


The ITU-T H.261 coding algorithm for videotelephone and videoconference communications at px64 kbit/s, (p=1,...,30), is a hybrid scheme mainly characterized by the interframe (predictive) coding with the Discrete Cosine Transform, motion compensation, uniform quantization followed by variable length coding and a hierarchical subdivision of each frame into Group of Blocks (GOBs) and macroblocks (16x16 pels). This standard, created at the end of the eighties, was the first of a generation of video codecs, creating a compatibility issue to the after coming video coding standards. This standard assumed a relevant role in the explosion of videotelephone and videoconference communications since it finally allowed the production of compatible equipment which is now already quite common in the western world.  


3) ISO/MPEG-1 [3]


The introduction of moving images on videotex or simply the provision of a video coding algorithm for digital storage media were behind the creation, also by ISO, in 1988, of the Moving Picture Experts Group (MPEG) to standardize a coding algorithm for digital video recording, e.g. on CD-ROM, with a bit rate up to about 1.5 Mbit/s - MPEG-1. This standard adopted a hybrid coding scheme with motion compensation/temporal interpolation since also bi-directional motion compensation can be used. The MPEG-1 standard also includes a audio coding algorithm working with bitrates from 32 to 448 kbit/s and one or two channels.


The target quality of this standard was a quality similar or higher than the VHS tape quality. The success of this standard is nowadays made clear by the large number of hardware and software solutions on the market, already with prices which allow to have a MPEG-1 coder or decoder in the domestic PC. The large availability of MPEG-1 decoders is an essential condition for the wide spreading of video applications, requiring the transmission of bitstream through the network, e.g. video on demand or multimedia databases access.


4) ISO/MPEG-2 also ITU-T H.262 [4]


Following the success of ISO/MPEG-1, ISO/MPEG-2 aims to provide a generic coding method for quality moving pictures and associated audio. The target applications are ITU-R 601 resolution TV and HDTV. The MPEG-2 core algorithm is still a hybrid DCT/motion compensation scheme having a structure similar to MPEG-1 and is typically used for bitrates above 2 Mbit/s. The standard has been developed in close collaboration with ITU-T where it is numbered H.262. 


Although this standard was only finalized in 1994, its importance is growing every day due to the continuous adherence of various standardization bodies or other institutions. The European Commission withdraw the HD-MAC project to embrace a digital TV strategy based on the MPEG-2 standard.


MPEG-2 will be undoubtedly the main responsible for the big changes the television services will face in the next years. Nothing will be same in the television environment (through any kind of network) after MPEG-2 will show up ... and this is already happening.


5) ITU-T H.263 [5]


When in 1993 two big companies put in the market videotelephones to be used in the common analogue telephone lines (Public Switched Telephone Network - PSTN), the need to standardize a solution for video coding at very low bitrates became evident. The danger was coming from the possibility the market was invaded by proprietary solutions for this application (situation that was carefully avoided in the years before for other applications) and also because of the bad quality of the solutions already in the market which could have a negative impact for the future spreading of audio-visual domestic applications. The H.263 standard considers PSTN videotelephone but also mobile videotelephone as well as remote control low bitrate applications.


In 1995, ITU-T issued the H.263 standard which will very likely be the last video coding standard based on the hybrid coding scheme since it is largely recognized this pixel-based technology is arriving to its saturation point in terms of compression capacity.


The H.263 standard has filled the last gap in terms of bitrate which means that we have today a generation of video coding standards covering from very low bitrates (about 10 kbit/s) t some tens of Megabit per second. The next standard to be issued will probably be based on new concepts and techniques and will probably provide functionalities not allowed by the pixel-based approach. 





As already referred, the available standards are based on a 'winning cocktail' formed by DCT and motion compensation which supposes a statistical pixel-based model of the two-dimensional image signal - waveform coding. One of the criteria that determined this choice when compared with other available coding approaches was its complexity which is typically critical for real-time video systems.


This approach seems to have arrived to a saturation point in terms of efficiency allowing to foresee that future developments on image coding will very likely be based in new representation approaches of the image signal.


One of the strong points of the current generation of video coding standards is its flexibility within compatibility. In fact the standards, fix the syntax of the bitstream and the decoding process but do not make mandatory any coding process. This means that different companies may use the some syntax, in a complete compatible way, but providing more or less quality for the some resources depending on how “clever” is their coding process. Moreover the standards do not fix any pre-processing or post-processing methods which have a paramount importance for the final subjective quality. This freedom very much contributed for the success of this generation of standards since companies still feel that have a “competition margin” and even smaller companies may have good chances against bigger companies. 


3. 	New Representation Methods, New Functionalities and New Applications


In a world where both hardware and software technology are still progressing rapidly, the role of standardization is an increasingly difficult one. With the existing audio-visual standards and the actual standardization approach, there is a risk that new, better technology overtakes the standardized technology, maybe even before the latter becomes official. In spite of this, (audio-visual) standardization still has an important role to play: to guarantee that coded content can be played, regardless of its origin, that systems can interwork and that audio-visual signals can be transported meaningfully to other places. And this technology advancement should not be seen as a risk to standardization, but rather as an opportunity [6] ! 


This means it is necessary to define flexible standards, that can grow with progressing technology, but still ensure interworking between systems. This applies to both coding methodologies and functionalities. If new audio-visual technology is developed somewhere, we should try to make sure people can bring it to the standardization process. And this almost immediately points us in the direction of standardizing a syntax, along with ways and procedures (technical and formal) to get new coding methods, tools and functionalities incorporated in the standard [8]. 


Ideas that have emerged to cope with and profit from technology advancements, include configurable or downloadable tools, or even complete decoders. This might imply that only the syntax to support this needs to be standardized, but there is however a small but crucial difference with the notion of standardizing only a syntax: one has to make sure communication is always possible, otherwise the concept of standard loses its significance. Downloading is not always an option (take for example mobile communications), which means that just specifying the syntax will not suffice. Apart from that, one has to make sure that the standard is attractive to use and to develop for. Also for that reason it should be more than ‘just an empty shell’: for the shell to be useful it must be filled from the start on. With tools, with high compression schemes, with new functionalities, with fall back mode(s).


This road has been adopted as the basis for the new ISO/MPEG-4 standard, that wants to address the representation of audio-visual information in the above referred context. Following the merging of the telecommunications, TV/film and computer worlds (figure 1), the MPEG-4 standard should incorporate new ‘functionalities’, to support:


	interactive manipulation of audio-visual content�


	high compression


	universal accessibility





�


Figure � SEQ Figure \* ARABIC �1� - Areas to be addressed by MPEG-4


Whereas current standards are optimized for natural content (recorded with cameras and microphones), synthetic audio and video is becoming more and more common. MPEG�4 will certainly be used to encode it as well and often also mixed natural/synthetic scenes. The new standard should also facilitate creating these types of scenes from different (stored and encoded) sources.


In conclusion, MPEG-4 intends to provide the means to integrate in a flexible and extensible way representation methods for many kinds of audio-visual data which can be accessed from everywhere, at any time. 


3.1	The ‘New or Improved Functionalities’


The vision behind the MPEG-4 standard is best explained through the eight ‘new or improved functionalities’, described in the MPEG-4 Proposal Package Description [7]. These eight functionalities come from an assessment of what is will be useful in near future applications, but is not (or only partly) supported by current coding standards. 


There are also several other important, so-called ‘standard’, functionalities, that MPEG�4 needs to support as well, just like the already available standards. Examples are synchronization of audio and video, low delay modes, and interworking. Unlike the new or improved functionalities, the standard functionalities may be provided by existing or emerging standards.


One of the main limitations of current audio-visual coding standards is the (low) degree of interactivity they allow. Until now the user interaction with the audio-visual information has been limited to the control of the display sequence through the well-known ‘trick modes’, as they are provided by for instance MPEG�1 & 2. MPEG-4 will support addressing the image content, which will allow the user to access the ‘objects’ in the image. This access to the audio-visual content is a novelty in the context of audio-visual coding, and it requires the study and development of new concepts, tools and techniques. Taking the ‘content’ approach to audio and video has several implications and difficulties, of which the automatic extraction of the ‘objects’ is a good example.


The ‘new or improved’ MPEG-4 functionalities are listed below [7]. For each of the functionalities, some examples of their usefulness are suggested.


	Content-Based Scalability


MPEG-4 shall provide the ability to achieve scalability with a fine granularity in content, spatial resolution, temporal resolution, quality and complexity. Content-scalability may imply the existence of a prioritization of the ‘objects’ in the scene. The combination of more than one scalability case may yield interesting scene representations, where the more relevant ‘objects’ are represented with higher spatial-temporal resolution.


The scalability based on the content represents the ‘heart’ of the MPEG-4 vision, since once a list of more and less important ‘objects’ is available, other content based functionalities should be easily achievable. This functionality and related ones require the (automatic) analysis of the scene to extract the audio-visual ‘objects’. Here lies the core of the new coding approach that is: scene analysis towards understanding.


Example uses:  user selection of decoded quality of individual objects in the scene; database browsing at different scales, resolutions, and qualities.


	Content-Based Manipulation and Bitstream Editing


MPEG-4 shall provide a syntax and coding schemes to support content-based manipulation and bitstream editing without the need for transcoding. This means the user should be able to select one specific ‘object’ in the scene/bitstream and perhaps change some of its characteristics.


Example uses: home movie production and editing; interactive home shopping; insertion of sign language interpreter or subtitles.


	Content-Based Multimedia Data Access Tools


MPEG-4 shall provide efficient data access and organization based on the audio-visual content. Access tools may be indexing, hyperlinking, querying, browsing, uploading, downloading, and deleting.


Example uses: content-based retrieval of information from on-line libraries and travel information databases.


	Hybrid Natural and Synthetic Data Coding 


MPEG-4 shall support efficient methods for combining synthetic scenes with natural scenes (e.g. text and graphics overlays), the ability to code and manipulate natural and synthetic audio and video data and decoder-controllable methods of mixing synthetic data with ordinary video and audio, allowing for interactivity. 


This functionality offers for the first time the harmonious integration of natural and synthetic audio-visual ‘objects’. This is a first step towards the unification/integration of all kinds of audio-visual information.


Example uses: virtual reality applications; animations and synthetic audio (e.g. MIDI) can be mixed with ordinary audio and video in a game; graphics can be rendered from different viewpoints.


	Coding of Multiple Concurrent Data Streams


MPEG-4 shall provide the ability to efficiently code multiple views/soundtracks of a scene as well as sufficient synchronization between the resulting elementary streams. For stereoscopic and multiview video applications, MPEG-4 shall include the ability to exploit redundancy in multiple views of the same scene, also permitting solutions that allow compatibility with normal video. This functionality should provide efficient representations of 3D natural ‘objects’ provided a sufficient number of views is available. Again this requires a complex analysis task. It is expected this could substantially benefit applications such as virtual reality where almost only synthetic ‘objects’ are used till now.


Example uses: multimedia entertainment, e.g. virtual reality games, 3D movies; training and flight simulations; multimedia presentations and education.


	Improved Coding Efficiency 


Especially the growth of mobile networks makes there is still a strong need for improved coding efficiency, and therefore MPEG�4 is required to provide subjectively better audio-visual quality compared to existing or other emerging standards (such as H.263), at comparable bit-rates. Notice that simultaneously supporting other functionalities may work against compression efficiency, but this is not a problem, as different configurations of the coder may be used in different situations.


Example uses: efficient transmission of audio-visual data on low-bandwidth channels; efficient storage of audio-visual data on limited capacity media, such as chip cards.


	Robustness in Error-Prone Environments 


Since universal accessibility implies access to applications over a variety of wireless and wired networks and storage media, MPEG-4 shall provide an error robustness capability. Particularly, sufficient error robustness shall be provided for low bit-rate applications under severe error conditions. Note that MPEG�4 will be the first audio-visual representation standard where channel characteristics will be considered in the specification of the representation methods. The idea is not to substitute the error control techniques implemented by the network but provide resilience against the residual errors, e.g. through selective forward error correction, error containment or error concealment.


Example uses: transmitting from a database over a wireless network; communicating with a mobile terminal; gathering audio-visual data from a remote location.


	Improved Temporal Random Access


MPEG-4 shall provide efficient methods to randomly ac�cess, within a limited time and with fine resolution, parts (e.g. frames or objects) from an audio-visual sequence. This includes ‘conventional’ random access at very low bit rates.


Example uses - audio-visual data can be randomly ac�cessed from a remote terminal over limited capacity media; a ‘fast forward’ can be performed on a single audio-visual object in the sequence.





As already mentioned, some of the new or improved functionalities will require a fundamental change from the coding approach that has been taken in currently widely used schemes. The tight MPEG-4 schedule - Committee Draft by November 97 - has to be understood in the context of a flexible and extensible standard, which means that ‘only adequate’ solutions need be available at first, and better can be incorporated later. 


4. 	Final Remarks


In this paper the situation of multimedia applications regarding representation technology and corresponding functionalities has been briefly reviewed. The recent standardization effort to define new audio-visual information representation methodologies, considering the trends coming from the merging of the telecommunications, TV/film and computing worlds has been described.


Since the new coding standard MPEG-4 foresees providing functionalities based on the audio-visual content of the sequence, the automatic analysis of audio-visual information becomes a central problem for the new generation codecs. Taking this road, the ISO/MPEG-4 standard will for the first time allow the user to access and control the content of an audio-visual sequence. It is expected this new coding representation will allow not only a more efficient representation of the audio-visual information but make possible applications where a more intelligent interaction with the scene content is allowed.
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� Notice that interactivity is currently limited to accessing single frames. MPEG-4 will support accessing and manipulating audio-visual objects.
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