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Abstract


	This paper presents a chain code based approach to efficiently code binary shape information of video objects, in the context of object-based video coding. The proposed method tries to meet some of the requirements of the MPEG-4 standard, currently under development, notably efficient coding, and low delay. This approach allows several modes of operation depending on the application requirements, notably lossless, near-lossless, and lossy coding modes. For the lossless case a pure differential chain code method is proposed while for the near-lossless case a Multi-Grid Chain Code (MGCC) technique is adopted. Also both intra and inter prediction modes can be used. For the inter mode, motion compensation is applied without coding the residues. The MGCC is a near-lossless contour coding technique using a contour description based on edges, which combines both contour prediction and contour simplification.


Introduction


	After the success of digital video coding schemes understanding the “world” as a sequence of rectangular frames and thus basically allowing the translation of conventional analogue services to the corresponding digital versions, time arrived to adopt a more natural approach to visual scenes, now understood as a composition of elements - objects - with a certain spatial and temporal behaviour. This representation approach is being followed by the emerging MPEG-4 standard, and it should allow not only to provide new functionalities, notably content-based interaction, but also to improve the performance of previous available functionalities, such as compression efficiency. Among other novelties, this representation approach requires the coding of shape information.


	This paper proposes a chain code based approach to efficiently code binary shape information of video objects in the context of object-based video coding schemes. Notice that while for grey scale shapes, shape information consists of contours and transparency data, for binary shapes only contours have to be transmitted. The proposed method tries to meet some of the requirements of the emerging MPEG-4 standard, currently under development, notably high efficiency, and low delay. This approach allows various modes of operation depending on the application requirements, notably lossless, near-lossless and lossy coding modes. In fact, while there are applications where shape information is crucial and no losses are acceptable, there are other applications where, e.g. due to the shortage of bandwidth resources, also shape information has to be very cheap and thus some (controlled) shape ”losses”/simplifications have to be accepted. The need to cope with various shape coding requirements motivates the proposal made in this paper of providing a common coding framework for lossless, near-lossless and lossy shape coding within MPEG-4 [1,2]. This commonality of coding approaches would bring advantages in terms of terminal complexity which is another requirement explicitly referred in the MPEG-4 Requirements document [3].


	For the applications requiring a lossless shape representation, a pure Differential Chain Code (DCC) technique is proposed where the chain code symbols can be grouped into sets of symbols which are then jointly coded using Huffman coding, i.e. instead of having each different symbol represented by a VLC, each VLC word represents a fixed set of symbols. Since not all applications require a lossless shape representation, a Multi-Grid Chain Code (MGCC) technique is here proposed for the near-lossless shape coding mode. The MGCC is a near-lossless contour coding technique using a contour description based on edges (sites located between the image pixels), initially proposed to encode line drawings [4], and adapted in [5] for image contour coding, that combines both contour prediction and contour simplification. The small degree of degradation introduced by this method (maximum pixel error distance relatively to the original shape equals to 1) makes it well suited for applications where an accurate representation of the shape is required although allowing some small, controlled, degradation.


	Higher levels of degradation and thus higher shape compression rates can also be achieved by using an inter coding mode with motion compensation where residues (depending on a chosen threshold) are not coded. 


	For non-real-time applications, where low delay is not a primary requirement, an object-based coding scheme is adopted where the shape is coded all together - object-based mode - and thus the decoder can only start decoding motion and texture information after the whole shape has been decoded. At the expense of some extra information, a Macroblock (MB) based scheme is also proposed where the shape is divided in MBs of 16x16 pixels that are then individually coded in a raster scanning way, thus allowing the decoder to decode the motion and texture of each MB immediately after decoding the corresponding shape - MB-based mode. While for the object-based coding mode just Intra coding is done, for the MB-based coding mode both Intra and Inter coding modes can be used. For the Inter mode, and in order to improve coding efficiency, motion compensation is used without coding the residues, and with a varying threshold depending on the acceptable shape degradation. A different approach for partition coding is presented in [6].


	In the MPEG-4 framework, shape information is represented by alpha planes - grey scale or binary [7]. In this paper, results for binary alpha plane coding using the chain coding framework here proposed, with the MPEG-4 video test sequences, are presented.


The multi-grid chain code technique


	The core technique proposed for the near lossless and lossy methods is an extension of normal chain coding using an hexagonal grid contour representation where contours are defined on edges (Figure 1). This representation allows an easy and unambiguous conversion from the label image to the contour image and vice-versa. The main difference between normal chain coding and MGCC lays on the fact that while in normal chain coding all single movements are coded (one by one or in groups of 2, 3, ...), MGCC combines both contour simplification and contour prediction by using cells corresponding to a square area of pixels. Since the set of movements allowed cannot represent all possible contour configurations inside the MGCC cells, very small losses are introduced. At the same time, the method tries to increase the probability of large movements, and thus to reduce the number of bits to represent the contour by changing, in a dynamic way, the position of the cells based on the previous coded symbol.
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Figure 1. Definition of the hexagonal edge grid


	From a given edge contour site in the hexagonal grid, only six possible sites can be reached when tracking a contour and, therefore, there are only 6 possible movements (Figure 2a). However, when using a differential description of the contour (as in the DCC case), the number of possible movements reduces to 3: {turn right, turn left, straight ahead} (Figure 2b). In order to use the differential description, the coding process has to keep memory of the previous movement. This can be done by tracking the direction of the previous movement: {north, south, east, west}.
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Figure 2. Definition of direct and differential chain coding


	The MGCC uses as cell an area of the hexagonal grid (Figure 3) and a single movement is used to go through the cell. In the example of Figure 3, from the input contour element marked with 0, seven possible output contour elements can be reached {1, …, 7}, going through the cell. Each one of these output contour elements represents a different movement and thus a different contour configuration. For compression efficiency reasons, there are two types of cells: clockwise and counter-clockwise (Figure 3). Its choice depends on the evolution of the contour and should maximize the number of contour elements coded per cell.
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Figure 3. Definition of MGCC cells


	However, a symbol does not represent a unique contour configuration. As illustrated in Figure 4, a movement (from 0 to 3 in the example) may correspond to two different contour configurations. Therefore, the decoding algorithm has to decide between two possible configurations. The ambiguity in this decision introduces coding losses. Note, however, that the only possible error is the labelling of the central pixel in the cell.
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Figure 4. Ambiguities introduced by MGCC


Dynamic selection of the MGCC cells


	As can be seen in Figure 3, some of the MGCC symbols represent larger movements than others. This is the case for symbols 3 or 4 with respect to symbols 1 or 7. As a consequence, the more often these symbols appear, the better the performance of the coding technique. In order to use as many large movements as possible, the MGCC technique changes dynamically the type of its cells. The selection of the next MGCC cell type relies on the prediction of the contour trajectory at each site assuming boundary smoothness and using a rule both known by the encoder and the decoder. This selection rule tries to increase the frequency of the symbols corresponding to large movements assuming that the contour continues with the previous trajectory. Figure 5 shows two possible solutions for coding the same contour segment: 1) With cell adaptation - the position of the cell used for the second movement is modified so that the second part of the contour can be coded using movement 4, and 2) Without cell adaptation - since no adaptation is made, an extra symbol is needed to code the same contour.
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Figure 5. Example of MGCC cell adaptation


Selection and coding of the initial elements


	The contour element where the shape encoding starts is the first active contour site found when scanning the image from left to right and top to bottom. Therefore, the first active site is always an horizontal segment and thus the initial direction for the coding process can be set to east. In order to independently code each 4-connected region in the alpha plane, a different initial element is used for each region. Therefore, after coding the contour of each connected region, the encoder has to look for a new initial element until all contour elements have been coded.


	The position of the first initial element is coded absolutely, while the coding of the subsequent initial elements is done in a relative way to the position of the previous one. To do so, all possible candidates to initial elements (i.e. all the horizontal edges except those in the last row) are indexed, following a top to bottom and left to right scan.


Coding of the contour elements


	The initial element selected is the input element in a MGCC cell (site marked 0 in Figure 3). After sending the initial element, the encoder searches for the next non coded contour elements testing each direction in the following order: right, straight ahead, and left.


	Priority is given to the movement right so that the contour tracking algorithm completes first every 4-connected object. After the encoder finds the exit element of the MGCC cell, it outputs the corresponding symbol from the set of possible MGCC symbols, i.e. {1, …, 7}, which is then Huffman coded. The contour of a 4-connected object is finished when the contour tracking reaches an already coded contour element.


	In order that the decoder can detect the end of each contour, it needs to know without ambiguities all the contour elements of the first cell. This is done by sending after the initial element one bit to tell the decoder if the second contour element is in the straight ahead direction or not. This bit is enough to inform the decoder which contour shall draw.


The MB-based coding mode


	While for the object-based coding mode, shape is transmitted as a contour sent altogether, for the MB-based coding mode, some shape information is sent for each MB. For the MB-based coding mode, inter shape prediction can also be applied by using a motion compensation technique. In this case, each alpha (shape) MB is coded by motion compensation without coding the residues. For coding purposes, each alpha MB is classified into three categories: transparent (all MB alpha values are 0), opaque (all MB alpha values are 255) or boundary (MB alpha values are either 0 or 255). For the first two types only a MB type word is sent, while for the boundary MBs motion estimation is performed. Based on the Sum of Absolute Differences (SAD) between the current MB and its best prediction, an Inter/Intra coding mode decision is made. Note that, for binary shapes, the SAD is just the number of alpha values that differ between the two MBs - current and prediction. In conclusion, a alpha MB can be coded in one of the following four modes:


transparent: no need to send any information besides the MB type - mb_transparent


opaque: no need to send any information besides the MB type - mb_opaque


intra: the MGCC or DCC schemes are applied


inter: a motion vector with two components is sent (one for the vertical coordinate and another for the horizontal coordinate); no residues are coded.


	A MB is coded in Intra or Inter mode depending on the SAD value for its best prediction and on the value of a control parameter called alpha threshold (athr). This parameter indicates the shape degradation accepted when motion compensation is performed since no residues are coded. The Inter mode is chosen if  SADbest prediction <= athr; otherwise the Intra mode is used. a thr = 0 corresponds to lossless coding while increasing athr allows to achieve higher compression rates at the expense of higher levels of controlled degradation. This also means that Inter coding can be used both for the lossless (DCC and a thr = 0) and lossy modes.


Results


	Tables 1-3 present the average number of bits per alpha plane for the coding of the alpha planes for two objects of the MPEG-4 sequence “Children” (100 frames), called “Kids” and “Logo”, in SIF format, and one object of the sequence “Weather” (100 frames), called “Girl”, in QCIF format. Figure 6 shows one frame of each object and the corresponding alpha planes.


	As can be seen from tables 1 and 2, for lossless coding in the MB-based mode (i.e. DCC and athr = 0), the use of the Inter coding mode allows a significant reduction in the number of bits used. This is more visible for “Logo” due to the pure translational motion of this object. Table 3 shows the significant reduction in the bitrate achieved by the object-based mode relatively to the MB-based mode. 


	Table 4 presents the results for the coding of the same object shapes using the technique in the MPEG-4 Video VM 7.0, called Context based Arithmetic Encoder (CAE) [7]. This technique relies also on the texture motion information. From the results, it may be concluded that CAE and the best technique here proposed (table 3) have similar performance, if the CAE motion information is included (worst case for CAE). The techniques here proposed may however still benefit from the inclusion of some CAE blocks.
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Figure 6. “Kids”, “Logo”, and “Girl” objects and corresponding alpha planes





Table 1: Bits/alpha plane - MB-based coding mode(Intra and Inter modes)�
�
�
�
�
�
�
�
DCC�
�
�
MGCC�
�
�
�
a thr = 0�
a thr = 4�
a thr = 8�
a thr = 4�
a thr = 8�
�
Kids�
4113�
2791�
1954�
2831�
1948�
�
Logo�
2401�
1870�
1550�
2528�
1611�
�
Girl�
945�
480�
305�
520�
309�
�
�


Table 2: Bits/alpha plane - MB-based coding mode (only Intra mode)�
�
�
�
�
DCC�
MGCC�
�
Kids�
4387�
4329�
�
Logo�
5595�
5154�
�
Girl �
1215�
1243�
�



Table 3: Bits/alpha plane - object-based coding mode (only Intra mode)�
�
�
�
�
DCC�
MGCC�
�
Kids�
1859�
1615�
�
Logo�
3419�
3026�
�
Girl�
478�
446�
�



Table 4: Bits/alpha plane - CAE (VM 7.0) (lossless coding) �
�
�
�
�
shape�
motion�
total�
�
Kids�
1689�
1527�
3216�
�
Logo�
935�
684�
1619�
�
Girl�
312�
326�
638�
�
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