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ABSTRACT. The emerging MPEG-4 standard brings to the audiovisual representation arena new concepts and a new set of tools, which will allow to support new functionalities and thus new applications. This paper intends to address the major concepts underpinning this new standard, the tools providing the new functionalities and the applications that are starting to be announced. Finally, the paper will briefly review the MPEG-4 related research work that has been developed at Instituto Superior Técnico in the past years. 

RÉSUMÉ. Le nouveau standard MPEG-4 apporte au monde de la représentation audiovisuelle des nouveaux concepts et outils qui ouvrent la porte à de nouvelles fonctionnalités et donc à de nouvelles applications. Cet article présente les principaux concepts à la racine du nouveau standard, les outils permettant les nouvelles fonctionnalités, et les applications qui commencent à être annoncées. Finalement, l'article fait un survol des activités de recherche liées à MPEG-4 qui ont été développées à l' "Instituto Superior Técnico" ces dernières années.
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1 Introduction

Producing content is nowadays easier and easier. Digital still cameras directly storing in JPEG format have hit the mass market. Together with the first digital video cameras directly recording in MPEG-1 format, this represents a major step for the acceptance, in the consumer market, of digital audiovisual acquisition technology. This step transforms every one of us in a potential content producer, capable of creating content that can be easily distributed and published using the Internet. Moreover more content is being synthetically produced – computer generated – and integrated with natural material in truly hybrid audiovisual content. The various pieces of content, digitally encoded, can be successively re-used without the quality losses typical of the previous analog processes. 

While audiovisual information, notably the visual part, was until recently only carried over very few networks, the trend is now towards the generalization of visual information in every single network. Moreover the increasing mobility in telecommunications is a major trend. Mobile connections will not be limited to voice, but other types of data, including real-time video, will be next. 

The explosion of the Web and the acceptance of its interactive mode of operation have clearly shown, in the last five years, that the traditional television paradigm will no longer suffice for audiovisual services. Users will want to have access to audio and video like they now have access to text and graphics. This requires moving pictures and audio of acceptable quality at low bitrates on the Web, and Web-type interactivity with live content [1]. 

Since many of the emerging audiovisual applications demand interworking, the need to develop an open and timely international standard became evident. In 1993, MPEG (Moving Pictures Experts Group) [2] launched the MPEG-4 work item, now officially called “Coding of audiovisual objects”, to address, among others, the requirements mentioned above [3]. The MPEG-4 standard, MPEG’s most recent achievement [4], is aimed to define an audiovisual coding standard to address the emerging needs of the communication, interactive and broadcasting service models as well as of the mixed service models resulting from their technological convergence. Participants in MPEG-4 represent broadcasters, equipment and software manufacturers, digital content creators and managers, telecommunication service providers, publishers and intellectual property rights managers, as well as university researchers [5].

The MPEG-4 requirements have been addressed by the 6 parts of the already finalized MPEG-4 Version 1 standard, notably:

· Part 1: Systems - specifies scene description, multiplexing, synchronization, buffer management, and management and protection of intellectual property [6]; 

· Part 2: Visual - specifies the coded representation of natural and synthetic visual objects [7];

· Part 3: Audio - specifies the coded representation of natural and synthetic audio objects [8];

· Part 4: Conformance Testing - defines conformance conditions for bitstreams and devices; this part is used to test MPEG-4 implementations [9];

· Part 5: Reference Software - includes software corresponding to most parts of MPEG-4 (normative and non-normative tools); it can be used for implementing compliant products as ISO waives the copyright of the code [10];

· Part 6: Delivery Multimedia Integration Framework (DMIF) - defines a session protocol for the management of multimedia streaming over generic delivery technologies [11].

Parts 1 to 3 and 6 specify the core MPEG-4 technology, while Parts 4 and 5 are “supporting parts”. Parts 1, 2 and 3 are delivery independent, leaving to Part 6 (DMIF) the task of dealing with the idiosyncrasies of the delivery layer. While the various MPEG-4 parts are rather independent and thus can be used stand alone, also combined with proprietary technologies, they were developed in order that the maximum benefit results when they are used together. 

MPEG-4 Version 1 was finalized at the end o f 1998. MPEG-4 Version 2 will extend the capabilities of the standard in a backward compatible way, and was ready by the end of 1999 [4]. 

2 Concepts and Tools

The three major trends above mentioned - mounting importance of audiovisual media on all networks, increasing mobility and growing interactivity - have driven the development of the MPEG-4 standard [1]. Since a standard is always a constraint of freedom, it is important to make it as minimally constraining as possible. To MPEG this means that a standard must offer the maximum of advantages by specifying the minimum necessary, allowing for competition and for evolution of technology in the so-called “non-normative” areas. The normative tools included in the standard are those which specification is essential for interoperability. For example, while video segmentation and rate control are non-normative tools, the decoding process needs to be normative. The strategy of “specifying the minimum for maximum usability” ensures that good use can be made of the continuous improvements in the relevant technical areas. The consequence is that better non-normative tools can always be used, also after the standard is finalized, and that it is possible to rely on competition for obtaining ever better results. 

A major conceptual difference with previous audiovisual standards, at the basis of the new functionalities, is the object-based audiovisual representation model that underpins MPEG-4 (see Figure 1). An object-based scene is built using individual objects that have relationships in space and time, offering a number of advantages. The concept of ‘object’ is thus the major concept of the MPEG-4 standard. First, the object-based model allows that different object types may have different suitable coded representations and objects may be re-used - e.g. video and text should not be coded using the same tools. Second, it allows harmonious integration of different types of data into one scene: an animated cartoon character in a real world, or a real person in a virtual studio set. Third, interacting with the objects and hyperlinking from them is now feasible. There are more advantages, such as selective spending of bits, easy re-use of content without transcoding, providing sophisticated schemas for scalable content on the Internet, etc.

To address the identified needs and requirements [3], a set of standardized tools was needed that should be able to:

· Efficiently represent a number of data types:

· Video from very low bitrates to very high quality conditions;

· Music and speech data for a very wide bitrate range, from transparent music to very low bitrate speech;

· Generic dynamic 3-D objects as well as specific objects such as human faces and bodies;

· Speech and music to be synthesized by the decoder, including support for 3-D audio spaces; 

· Text and graphics;

· Provide, in the encoding layer, resilience to residual errors for the various data types, especially under difficult channel conditions such as mobile ones;

· Independently represent the various objects in the scene, allowing independent access for their manipulation and re-use;

· Compose audio and visual, natural and synthetic, objects into one audiovisual scene;

· Describe the objects and the events in the scene;

· Provide interaction and hyperlinking capabilities;

· Manage and protect intellectual property on audiovisual content and algorithms, so that only authorized users have access.
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Figure 1. The MPEG-4 object-based architecture
Among the tools standardized by MPEG-4, it is worthwhile to highlight [4]:

Coded representation of media objects - Since MPEG-4 wants to integrate the most relevant types of media objects, efficient coded representations are defined for the following types of objects: natural audio, including music and speech, synthetic sound, arbitrarily shaped still images and video, facial and body animation, and generic 3D. The coded representation of media objects should be as efficient as possible while considering other functionalities such as error resilience, random access, easy extraction and editing of an object, or scalability. The requirement to compose arbitrarily shaped visual objects, asked for MPEG-4 to be the first standard with a shape coding tool. 

Composition, interaction and hyperlinking of media objects - To compose the media objects in a meaningful audiovisual scene, allowing interaction and hyperlinking, MPEG-4 specified a scene description coding format, known as BIFS (BInary Format for Scene description). This scene description information is the heart of the MPEG-4 object-based model and it is at the basis of most of the new functionalities that MPEG-4 can support like interaction and hyperlinking. 

Management and identification of intellectual property - In order for MPEG-4 to be a success as the future “audiovisual representation playground”, it is essential that means are provided to identify and protect intellectual property. Due to the variety of MPEG-4 applications foreseen, the intellectual property management and protection methods required are as diverse as these applications. The MPEG-4 Intellectual Property Management & Protection (IPMP) framework is designed with these types of needs in mind, providing application builders with the ability to construct the most appropriate domain-specific IPMP solution.

Description and synchronization of media objects - Media objects rely on streaming data that is conveyed in one or more elementary streams. All streams associated to one media object are identified by an object descriptor. This allows handling scaleable encoded data as well as the association of description information about the content, Object Content Information (OCI), and the intellectual property identification associated with it. Synchronization of elementary streams is achieved through time stamping of individual access units within elementary streams. The identification of such access units and the time stamping is accomplished by the synchronization layer. 

Delivery of streaming data - The synchronized delivery of streaming information from source to destination, exploiting different QoS as available from the network, is specified in terms of the aforementioned synchronization layer and a delivery layer containing a two-layer multiplexer: the FlexMux (optional) and the TransMux (Transport Multiplexing).

3 Profiling and Applications

Since MPEG-4 standardizes a large number of tools, which can be used requiring more or less computational resources at the receiver, it is essential to provide a mechanism by which interoperability is assured without having to implement all the tools with the maximum computational complexity. Moreover the same mechanism will be useful to check whether and how MPEG-4 devices comply with the standard (conformance testing) [9]. To allow the specification of less complex (and, in principle, less expensive) MPEG-4 devices, targeted to certain classes of applications, while still guaranteeing interoperability with their peers, MPEG-4 defined a profiling strategy based on three major concepts: object types, profiles, and levels [12]. MPEG does not prescribe or advise combinations of the various types of profiles, but care has been taken that good matches exist between the different dimensions. MPEG does not provide any guidelines regarding the relation between applications and profiles and levels. This is a choice left for the implementers taking into account their specific needs and constraints.

The applications that benefit from what MPEG-4 brings are found in many —and very different— environments [5]. MPEG-4 can be used to deploy complete new applications or to improve existing ones. Unlike MPEG-2 (digital television), MPEG-4 does not target a major “killer application” but it rather opens many new frontiers. Playing with audiovisual scenes, creating, re-using, accessing and consuming audiovisual content will become easier. New and richer applications can be developed in, e.g., enhanced broadcasting, remote surveillance, personal communications, games, mobile multimedia, virtual environments, etc. It allows services with combinations of the traditionally different service models: “broadcast”, “(on-line) interaction” and “communication”. As such, MPEG-4 addresses “convergence” defined as the proliferation of multimedia in all kinds of services and on all types of (access) networks.

4 IST MPEG-4 Related Research Activities 

During the past years, the Image Group at Instituto Superior Técnico (IST) had an intensive participation in the MPEG-4 activities. IST contributions ranged from proposing requirements, identifying applications and specifying profiling to the development and implementation of normative (included in the standard) and non-normative visual tools. Due to the fact that non-normative tools may still be developed and improved after the standard is fixed, while keeping interoperability, IST research developments concentrated more on this type of tools. However, IST had also a big contribution to the normative tools, notably as member of the ACTS MoMuSys consortium which contributed one of the two video coding reference softwares [10]. In the following, some of the IST MPEG-4 related research activities and achievements are presented.

4.1 Video segmentation

Video analysis targeting the identification of relevant objects and the extraction of associated descriptive characteristics is assuming an increasingly important role in the context of multimedia applications. In the context of object-based video coding and indexing, the main objectives for video analysis are: i) segmentation associated to the identification of the relevant video objects or regions in a scene and ii) feature extraction associated to the extraction of relevant features for each object/region and for the complete scene. In both cases, the spatial as well as the temporal dimension must be taken into account [13]. 

Due to the intrinsic difficulties of the process and the need to consider semantic criteria, which are often difficult to express, usually only a part of the desired analysis results can be automatically achievable in a reliable way. Good performance may be obtained for applications with sufficient a priori knowledge available, allowing the automatic analysis tools to be adequately tuned. However, for many applications, it is possible to receive some help from the user to improve the performance of analysis tasks. All non real-time as well as some real-time applications can support some degree of user interaction with the analysis process. This interaction should be limited to a minimum, mainly targeting the efficient setting “in track” of the automatic analysis, and the refinement of automatically produced results. Also, the automatic analysis tools may be designed to learn from the user guidance, thus improving the algorithm's future performance. User interaction is thus considered as an additional tool to address critical cases and not as a panacea for poor automatic analysis.

In this context, IST proposed and developed an integrated framework for video analysis, able to address video segmentation and feature extraction [14]. The framework is flexible by including a set of modules that can be selected and combined according to each application needs. Its architecture allows the activation of the most appropriate automatic analysis (objective analysis) and user interaction modules (semantic analysis), considering the requirements of each application case. Moreover, in the context of the ACTS project, MoMuSys, IST participated in the implementation of a interactive friendly video segmentation environment integrating automatic tools and user assistance (see Figure 2) [15].  
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Figure 2. Interactive video segmentation framework [15]
4.2 Video error refreshment and concealment

Since some networks, such as the mobile ones, have very critical error characteristics, MPEG has devoted a lot of effort to specifying error resilient coding tools. The main idea behind error resilient source coding in MPEG-4 is to split the VOP information into independent resynchronization packets in order to avoid error propagation from one packet to the other. In addition, an in order to ease error concealment, the syntactic elements within each packet may be re-ordered into two separate partitions: one for shape and motion and another for texture, which may be encoded with reversible VLCs.  

In general, the maximization of the video subjective impact in the presence of errors or the minimization of the negative impact of the errors may be reached by means of three main types of techniques: i) error resilient source coding dealing with the conversion of the available video information into a suitable (according to the application requirements), efficient, and resilient digital representation, usually at the expense of some compression efficiency; ii) channel coding and decoding involving the systematic insertion of extra (redundant) bits to the bitstream; iii) error concealment coping with the errors introduced by the channel, but not corrected by the channel decoding process. 

The techniques above mentioned can be independently used and, typically, a good error resilient solution implies the simultaneous and balanced use of the three types of techniques, depending on the error characteristics, available bandwidth, computational resources, etc. The usage of the techniques above mentioned highlights the importance of the (non-normative) role of the encoder - the encoder terminal has a major role on how much error concealment can be done at the receiving terminal since this type of processing has to rely on the received data – and of the intelligence of the receiver terminal - the decoder may use and process the available decoded data (both correct and erred) in a more or less clever way [16]. 

To address the problems above, the IST Image Group is developing: i) an MPEG-4 error resilient encoder strategy based on a clever management of intra coding refreshing; ii) object-based and scene-based error concealment algorithms to improve the subjective impact of each decoded object as well as of the composed decoded scene.

4.3 Video rate control

In a frame-based video coding framework, the input data is basically organized as a sequence of rectangular matrices of luminance and chrominance samples, with a certain spatial resolution at a certain temporal rate and each sample is represented at a certain accuracy, typically using 8 bits precision. These three characteristics are the basic dimensions of frame-based rate control. Thus, frame-based rate control strategies are designed within the boundaries provided by these rate control dimensions, aiming at maximizing the global subjective quality. These strategies consist usually in: i) spatial resolution control; ii) temporal resolution control; and iii) texture data distortion control. 

In an object-based video coding framework, such as the MPEG-4 architecture, a scene is no longer seen as a set of rectangular frames with a given spatial and temporal resolution, but instead, it is understood as a composition of visual objects (VOs) of natural and synthetic origin, typically with different characteristics and semantic relevance. In terms of data, and relatively to the frame-based scenario, there is additionally the shape data, which defines the shape of each object, and the scene description data that specifies which objects are in the scene and the way the scene is organized; these two new types of data provide two additional rate control dimensions. The major novelty here is the semantic dimension of the data model (associated to the scene description data) and consequently of the rate control since it becomes possible to perform actions such as not transmit a less relevant object to save bits for the most semantically relevant objects - amount of content control, or changing the semantic detail of the scene by merging two or more objects when the encoding resources are not enough - semantic resolution control. 

Since the various objects in a scene are now independent entities in terms of coding, although building together a scene, in the object-based coding framework the rate control dimensions are dealt with by using two levels (the same used already in terms of representation): i) scene rate control, which distributes the total amount of resources available (in a static or dynamic way) among the various objects in the scene; and ii) object rate control, which distributes the resources attributed to each object among the various types of data to code (for that object), notably texture and shape.

While it is true that the frame-based rate control strategies are still useful in the context of object-based coding, there are new strategies intrinsically related to the semantic dimension of object-based representations. Here the relevant criteria to be used for rate control are not only related to the texture and shape characteristics of each object but also to their semantic dimension, this means to the priority and relevance of each object in the context of the scene and of the application in question. In object-based video coding architectures, the rate control mechanism has the task to choose the best trade-off in terms of the amount of content to be coded, the corresponding semantic resolution, the spatial and temporal resolution for each object, and the amount of distortion in the texture and shape data for each object, in order that the global subjective impact in terms of the relevant requirements is maximized.

It does not require a lot of study to conclude that object-based rate control is, in principle, much more complex than frame-based rate control due to the new rate control dimensions involved. Due to the paramount importance of rate control algorithms for the final impact of the coded content, not only in terms of subjective quality but also in terms of the performance for other functionalities, the IST Image group is developing new rate control solutions for MPEG-4 like video coding architectures [17].

4.4 Facial analysis and animation

Facial animation has been exhaustively studied for the past 20 or 30 years. However, until recently, no standard animation and coding methodologies, allowing to achieve interoperability between different facial animation implementations had been defined. Since the integration of natural and synthetic content was one of the major objectives of the emerging MPEG-4 content-based audiovisual coding standard, facial animation had finally seen some degree of standardization.  

Since to perform MPEG-4 facial animation [7] it is essential to have the animation and configuration data which for many applications has to be extracted from real faces, an interactive face analysis application was developed at IST Image Group [18]. This application performs the extraction of facial data allowing the adaptation, by the sender, to a particular face, of a generic 3D facial model available at the receiver, using the syntactic elements specified in MPEG-4. This data can be obtained in a fully automatic way or by means of user interaction, refining the automatic results (see Figure 3). 
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Figure 3.  (a) original image (b) automatically extracted feature points (c) model before adaptation (d) model adapted using the automatically extracted data (e) feature points after refinement by user interaction and (f) corresponding adapted model
Taking into account the relevance of the applications and the maturity of facial animation technology, MPEG-4 decided to standardize the necessary tools to allow the provision of a new range of applications relying on standardized facial animation technology. The face object specified by MPEG-4 is a representation of the human face structured in a way that the visual manifestations of speech are intelligible, the facial expressions allow the recognition of the speaker’s mood, and also the reproduction as faithfully as possible of a real speaker is supported. To fulfill these objectives, MPEG-4 specified two main types of facial data: Facial Animation Parameters (FAPs) allowing to animate a 3D facial model available at the receiver and Facial Definition Parameters (FDPs) allowing to configure the 3D facial model to be used at the receiver, either by adapting a previously available model or by sending a new model. The new or the adapted model is then animated by means of FAPs. The IST MPEG-4 Facial Animation System allows to create MPEG-4 compliant facial animation coded streams, using or not the results of the facial analysis module previously described (see Figure 4) [19]. 
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Figure 4. Comparison of (a) original images for sequence Marco30 and (b) corresponding animated frames using the IST animation system (and the IST Facial Model) with the FAP sequence Marco30
4.5 Video compliant encoding

As explained in Section 3, MPEG-4 profiling was developed to overcome the problems raised by the complete implementation of the standard (the MPEG-4 Visual standard) which is rather big, very likely providing a large set of functionalities not all simultaneously needed for any application. The generation of MPEG-4 Visual compliant bitstreams, according to a certain profile and level, is not straightforward, requiring the implementation of the so-called Video Buffering Verifier mechanism [7]. 

To integrate the previously developed processing and coding tools (normative and non-normative), IST is currently developing the IST MPEG-4 Video Compliant Framework allowing to compose video scenes with multiple objects and encoding them complying to a certain profile@level combination (see Figure 5). This means that a certain object type has to be attributed to each video object and a certain profile@level combination to the video scene. This framework allows to create scenes using the video objects segmented with our segmentation tool, to control the bit rate usage using the object-based rate control algorithms developed, to introduce encoder error resilience and decoder error concealment following the adequate algorithms specially designed, always in the context of the MPEG-4 MoMuSys video coding reference software [10].

5 Final Remarks 
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Due to the new concepts adopted, it is expected that the MPEG-4 standard will open new frontiers to multimedia applications, notably in terms of content-based functionalities this means actions where the semantic value of the content plays a central role. This paper presented the major MPEG-4 concepts and tools and highlighted the applications to be supported through the MPEG-4 profiling mechanism. Finally, the several IST Image Group activities related to MPEG-4 have been briefly presented.  

Figure 5. Shot of the IST MPEG-4 video compliant framework
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