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Abstract: The interest that researchers, companies, and consumers have lately revealed for new and more complex audio-visual services including functionalities such as content-based image manipulation and content-based multimedia data base access, is responsible for the intense investigation on new audio-visual representation techniques able to provide higher degrees of interactivity. Recognising these trends, the International Standards Organisation (ISO) is developing a standard to establish a universal, and efficient coding of different forms of audio-visual data, called audio-visual objects (MPEG4), to be completed by November 1998 (PPD(.

In order to identify a platform for the co-operation phase in MPEG4, which will be based on the, so called, verification model(s), the most promising techniques and ideas have to be taken into account. Thus, a call for video algorithms and tools was issued with the deadline of September 1995. These proposals, evaluated in Los Angeles, in November 1995, include 92 algorithm and 55 tool submissions from more than 30 companies, research institutes, and universities all over the world (EVAL1], [EVAL2(. A second date for submissions was set to the end of January, 1996.

Starting from the large amount of technical information made available to MPEG4, in November 1995, this paper drives some conclusions about the most promising technical approaches for content-based video representation.
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�1. Introduction

In the last two decades, the world witnessed a large scientific and technological evolution in the fields of telecommunications, computers, and TV/cinema. Moreover, elements that have historically belonged to each of these areas are now being introduced into the others. Computers are using video, audio, and communication capabilities; video and interactivity are being added to the telecommunications world; interactivity is coming to TV/cinema - figure 1. In fact, the exchange, storage, and manipulation of all kinds of information have a growing importance in modern societies.
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Figure 1 - Application areas addressed by MPEG4.

Recognising the interest for new and more complex image communication services including functionalities such as content-based image manipulation and content-based multimedia data base access, ISO is developing a standard that addresses the content-based representation of audio-visual information – MPEG4.

One of the great challenges presented to MPEG4 is the efficient representation of audio-visual objects allowing content-based interactivity. In the field of video, and besides compression, key issues are the separate (and scaleable) representation of objects in the bitstream, the capability to deal with both synthetic and natural data (e.g. text and graphics overlays), and the universal accessibility to the audio-visual data through a wide range of storage and transmission media.

In order to identify a common platform of work for the MPEG4 collaborative phase, a first call for video algorithm and tool proposals was issued with the deadline of September 1995. The algorithms have been subjectively evaluated, in November 1995, by performing several tests addressing the most representative MPEG4 functionalities. Table 1 summarises the formal subjective video tests that have been conducted.

At the MPEG4 video tests, the bitrates considered ranged from 10 to 1024 kbit/s. The test material was divided into 5 classes, 3 of which clearly addressing low or very low bitrates: class A - low spatial detail and low amount of movement (10, 24 and 48 kbit/s); class B - medium spatial detail and low amount of movement or vice-versa (24, 48 and 112 kbit/s), and class E - hybrid natural and synthetic content (48, 112 and 320 kbit/s).
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Table 1 - MPEG4 video tests

The outcome of the first two MPEG4 rounds of video proposals evaluation (November 1995 and January 1996) should allow the definition of one or more video verification models (VMs). A VM completely specifies a coding and decoding environment, together with a bitstream syntax, based on which a number of core experiments may be performed by many parties to analyse the performance of interesting coding/decoding blocks. According to the MPEG4 Testing and Evaluation Procedures Document [TEST], it is expected that different VMs will address different sets of functionalities and/or will use distinct technologies.

The proposals presented to the tests have revealed a large number of interesting solutions to the video coding problems, some departing from traditional hybrid coding techniques, based on block-based motion compensated prediction coding, using discrete cosine transform (DCT), and some others bringing new concepts, more familiar in other areas like computer graphics or computer vision, such as sprites and image warping techniques, or the concept of alpha planes.

Given the relevance of these proposals in the field of image representation and coding, this paper intends to briefly present the techniques proposed, identifying the main approaches to visual data representation and coding, and highlighting their major contributions in fields such as image analysis, motion estimation and compensation, texture coding, and shape coding. Special focus is given to the video representation schemes providing content-based capabilities.

2. Image Analysis and Segmentation

Since the identification of objects in the bitstream and content-based processing are main targets in MPEG4 (namely for spatial, temporal, and object scalability), some of the MPEG4 test sequences have been provided together with pre-defined segmentation masks. Most of the proposals addressing the object-based functionalities have used these provided segmentation masks, while a few have used their own segmentation:

Semi-automatic segmentation [M408], [M467]. This type of technique allows the user to interact with the segmentation process by defining a rough outline of the objects contours (or by inserting some markers), which are then automatically refined (or expanded) and tracked through the sequence.

Besides the identification of relevant content in the images for manipulation purposes (a data representation point of view), several proposals used their own segmentation tools for coding purposes.

Among these proposals, some take advantage of the pre-defined segmentation masks by adapting their own representation structures to the given masks:

Quadtree structure adapted to pre-defined segmentation masks [M320], [M341], [M347]. In these proposals, a quadtree structure is adapted to the given masks. Nevertheless, for coding efficiency purposes, several regions can be identified inside each of the pre-defined segments. By using a hierarchical representation the procedure of best coding solution selection under rate-distortion constraints is simplified.

Triangular patches adapted to pre-defined segmentation masks [M338], [M467]. To improve prediction, images can be divided into triangular patches that adapt themselves to the boundaries present in the pre-defined segmentation masks. These techniques involve an analysis step for feature point extraction (to identify the optimal triangular mesh node positions). The grid points close to the existing boundaries are modified to fit them - see figure 2.

Proposal [M467] additionally uses the concept of sprite, i.e. the collection of pixel information of an object in the entire sequence. The sprites are tessellated by a grid of triangles and, to be able to motion compensate a sprite (using image warping), a set of feature points (the triangle vertices) is again needed.

�

Figure 2 - Triangular patches adapted to pre-defined segmentation masks [M338].

Other proposals (some of which were not even presented to the content-based tests) use segmentation techniques for coding efficiency purposes. Among these techniques we find:

Automatic segmentation into arbitrary shaped regions [M408]. This technique includes two steps: i) region tracking, which tries to follow the time evolution of the regions; and ii) creation of a partition tree where new regions can be introduced and small regions eliminated.

Region tracking is based on the extraction of a set of markers for the moving regions, followed by a watershed morphological segmentation of the image to precisely define the region’s boundaries. The partition tree starts from the tracked regions and can grow to higher level representations by merging regions with similar motion, or to lower level representations by splitting regions of unhomogeneous texture or motion. The resulting partition tree is the basis for coding - see figure 3. The appropriate level of detail for each region has to be defined by a coding decision block (based on a rate-distortion criterion). This algorithm was not presented to content-based tests, since it produces segments that do not coincide with those in the provided segmentation masks.

Automatic segmentation based on motion [M359], [M418], [M504]. Segmentation is done based only on motion homogeneity. The method proposed in [M359] consists of three modules: i) change detection (frame difference thresholding plus simplification using morphological operators); ii) adaptation to spatial gradients (to improve boundaries accuracy); and iii) removal of uncovered background. Proposal [M418] uses a similar approach when addressing the compression and error robustness tests, but uses the pre-defined segmentation masks for object-related tests. The algorithm proposed in [M504] obtains time coherence of the arbitrarily shaped regions by using an affine motion model.
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Figure 3 - Example of a partition tree [M408].

Automatic head and shoulders segmentation [M365]. An hierarchical algorithm that locates, in an edge image, both head outline (modelled as an ellipses) and rectangular “eyes-nose-mouth” regions is presented in this proposal. This algorithm consists of two steps: i) head outline detection by maximisation of a “fitness ratio”; ii) searching for areas of maximal symmetry across a vertical or slightly slanted axis corresponding to facial symmetry, typically found in human faces. The output is a block-based segmentation of each video frame allowing a better distribution of the bitrate among different image areas.

To obtain a really scaleable bitstream, each object should be independently coded, without reference to any other object. For this purpose, separate coding of the objects can be achieved by representing them in different layers/planes, now called VOPs - Video Object Planes. This approach is followed in [M320] by separating each frame into a set of “masked frames”, where the area outside the region of interest (ROI) is replaced by an arbitrary grey level and, in [M423] where chroma keying is used. Similarly, alpha planes can be used for this purpose [M354], [M377], [M393], [M418], [M467].

3. Coding Techniques

A large number of proposals use, as a starting point, the technology developed for the currently available video coding standards - the so-called hybrid coders. Since these standards (mainly H.263 [H263] and MPEG1 [MPEG1]) assume a block-based transform/motion compensation representation model, one could think that they are not well suited to code arbitrary shaped objects. However, what most of the proposers do, is to match their new object-based representation model onto a grid of blocks, with these blocks being grouped together according to the object they belong to. These proposals also deal with object shapes, and texture coding of blocks that partially belong to more than one object.

Other proposals, as we already saw in section 2, use other types of representations (arbitrary shaped regions, triangular patches, sprites) thus needing different techniques for handling motion and texture, besides shape coding (if addressing content-based functionalities).

3.1. Motion Estimation and Compensation

Motion compensation (MC) is a very powerful tool as recognised in almost every proposal. Its main objective is to obtain an accurate prediction, reducing residual errors. In the motion estimation and motion compensation algorithms proposed, several types of techniques can be identified:

Block matching motion estimation. This is the technique used in the standard hybrid coders. Most of the proposals have used this approach (at least for an initial motion estimation) [M320], [M340], [M348], [M354], [M393], [M415], [M418], [M423], [M442]. Some modifications to the basic scheme were proposed:

Hierarchical block matching [M339], [M359]. Searching is performed in 3 steps, starting with a large search window and a low-pass filtered image, refining it after by using a smaller window and the non-filtered image, and finally providing half-pixel accuracy.

Half-zero block matching [M377]. The same motion vector representation is used, but only the previous pixel position (zero displacement) and the half-pixel displacement positions are used for prediction. This way, for similar computational effort, the search area is enlarged (the integer-pixel positions are not used), and since the half-pixel positions are based on 4 pixels each, a low-pass filtering effect is obtained. 

Region-based motion estimation [M408], [M504]. The technique presented in [M408] involves block matching (where connected regions may become disconnect), cleaning and marker extraction (keeps only the largest particle for each previously labelled region), and watershed (for region growing). A polynomial (affine) motion model is then used to describe each region’s motion. Proposal [M504] presents a similar methodology.

Frame interpolation [M312], [M338], [M348], [M486]. A special kind of B-frames is used, for which only motion information or even no information at all is transmitted. The frames are interpolated in the decoder without using any error residual information. Proposal [M486] uses two layers of B frames, with those of the second layer being predicted from either I, P, or B frames of layer one, allowing scaleable improved temporal resolution with very little information being added.

Usage of background memory. A number of proposals use this technique to improve prediction [M340], [M354], [M415], [M423], [M442]. The background memory can be as simple as just memorising the first frame (or updating this ‘long-term’ memory every n frames), or can be a memory that ‘grows’ and gets updated as new background areas get uncovered or the algorithm detects significant changes in the background. The approach where a larger memory is used is helpful not only to improve the prediction accuracy but also to allow advanced user interaction, e.g. the user can ‘travel’ in the scene ‘pulling’ is own scene script.

Usage of object memory [M393]. This is a generalisation of the background memory concept, that can be used if a layered representation of the image is considered. An object is present in each layer/plane, and a set of templates (up to 16 in the proposal) can be used for improving the prediction of each object. In the proposal, templates are updated every 12 frames.

Polygon tessellation of the image. Some proposals use non-rectangular block representation models. Thus the motion estimation and compensation procedures must be adapted to them. Approaches deserving a closer look are:

Generic point motion estimation/image warping [M348], [M375]. In these techniques, the motion estimation is done only for some feature points (e.g. vertices of some geometrical patches or pixels placed on the intensity edges of objects located in moving regions). For the non-feature points, the motion vectors are obtained by interpolating the feature points motion vectors. The pixel values of B pictures are obtained by motion compensation of the feature points and by bilinear interpolation of the remaining pixels (warping).

Warping prediction of triangular patches [M312] [M338]. The image is represented by a grid of triangular patches, allowing motion estimation by simply using the grid nodes motion vectors (using an affine model). Compensation is done using warping prediction.

Warping prediction of sprites [M467]. A sprite trajectory, which is composed by the trajectories of several feature points on the sprite, is encoded. The sprite accretion process is composed of triangular tessellation of the visible part of the sprite in each frame, affine warping of each triangle using feature point correspondence and, accumulation of warped pixel information.

Global motion compensation [M324], [M348], [M365], [M393], [M415], [M421], [M462]. Some proposals use this type of technique to improve motion estimation. Affine or quadratic models are considered.

3.2. Texture Coding

Several texture coding techniques have been proposed. They range from the conventional block-based techniques like DCT or discrete wavelet transform (DWT) coding, to special versions of these techniques, developed for arbitrarily shaped regions. Other techniques such as fractal coding and special bi-level techniques have also been presented. 

Several proposals use the so-called “model competition based” coders [M320], [M359], [M408]. These coders are based on the competition of different coding techniques for each frame, or for each region in a frame. The technique performing better for each case is selected.

The main solutions for texture coding are:

Discrete Cosine Transform (DCT)-based. All the recently developed image coding standards use DCT to transform blocks. Thus, many proposers have considered this approach to be a very powerful candidate for texture coding. A large number of the proposals considers special ways to handle the blocks that cover more than one object - some sort of shape adaptive DCT (SA-DCT) is used in [M338], [M354], [M359], [M377], [M393], [M408], [M415], [M418], [M442], [M462], [M504]. As an example, these blocks can be coded by keeping only the interesting region’s pixels and replacing the remaining ones with an appropriate value (e.g. the mean); this ‘filling’ techniques are known as padding.

Discrete Wavelet Transform (DWT)-based. According to some authors, wavelet-based coding allows to achieve better results for low bit rate coding than DCT since it reduces annoying block artifacts. Region based wavelet coding is used in [M408] as an alternative to DCT. In [M418], after the wavelet decomposition stage (3 level decomposition for chrominance, 4 level decomposition for luminance), zerotree quantization and arithmetic coding are applied. Others, such as [M312], [M339], [M347] and [M467], use wavelet transform as the basic texture coding tool.

Matching pursuits [M317], [M324]. The matching pursuits technique consists in the decomposition of the image or the prediction residue into a linear expansion of base functions belonging to a large and redundant set of base functions. The reconstructed image is obtained by summing the selected functions. With this algorithm, a very close approximation to the original can be achieved.

Fractal coding. This technique is used by proposals [M320], [M341]. The idea is to exploit the so-called self-similarity present in real-world images (spatial correlation). A block is represented as the contractive transformation of another portion of the image. The transformation parameters constitute the code associated to the block. As the representation is self-referential, the transformations must be applied iteratively at the decoding side, starting from any initial image. The determination of the fractal code associated with a given block is performed by exhaustively testing several possible domain blocks within a search window. For a given domain block, a geometric transformation is applied, followed by a test of the possible symmetry operations. For each candidate, the optimal scaling factors and brightness shifts are evaluated by analytic minimisation of the weighted distortion.

Bi-level coding techniques [M320]. A given block is discriminated into 2 intensity levels (with each pixel belonging to foreground or background). A clustering algorithm relying on fuzzy logic is used. The values of the 2 YUV centroids are sent. The pixels are then intra coded (with run-length coding).

Polynomial approximation [M408]. The idea is to approximate the texture in a region by an orthogonal polynomial function. Thus, only the coefficients of the polynomial function are sent to the receiver. As a simple example, a region can be filled with its mean grey level value or with a grey level function such as a polynomial. 

Most of the proposals described take advantage of the temporal redundancy by using inter-frame/region coding versions of the techniques proposed.

3.3. Shape Coding

Knowing object contours is essential for providing content-based functionalities. Moreover, several segmentation-based coding techniques need to code and transmit region boundaries, defined only for compression purposes. Several approaches for transmitting contours have been presented:

Chain code [M320], [M377], [M408], [M467], [M504]. Most proposals rely on explicit coding of the contour using chain code and derived techniques (either lossy or lossless).

Polygon or spline [M359], [M415], [M418], [M442], [M462], [M467]. Polygonal or spline approximation of the contours can be done. Here only the vertices coordinates and the approximation function used, need to be sent.

Alpha-plane coding [M354], [M377], [M393], [M418], [M467]. The use of binary alpha-planes allows the definition of contours, while non-binary alpha-planes are used for blending objects. Several strategies for coding the alpha-plane information have been proposed: i) modified modified Read codes [M354]; ii) quadtree with or without vector quantization, respectively for non-binary or binary alpha planes [M393]; iii) run-length coding [M418]; iv) simplified chain code and scaleable contour coding in [M467].

Implicit representation of shape. When using triangular patches to represent the objects, their shape is automatically sent when coding these patches [M338]. A similar implicit representation of shape can be attained by using special partitions of macroblocks to allow the representation of a large number of edge formats [M340] (only the indication of how the macroblocks were partitioned have to be sent) - see figure 4.

Chroma-key [M423]. Here, the planes/layers compositing the scene are encoded separately with pixels not belonging to the object, being replaced with a carefully chosen colour not present in that portion of the image. This means that there is no need for the explicit transmission of contour information.

�

Figure 4 - Block partitioning for implicit shape representation [M340].

4. Provision of Content-Based Functionalities

As already mentioned, the provision of content-based functionalities demands that each semantically significant object be independently coded in the bitstream.

To be able to separately access one object in the bitstream, it cannot be coded with reference to picture areas outside itself. Also, its contour must be available and, it seemed to be an important conclusion from the subjective tests that, for object manipulation, the contour should be as accurate as possible (the same is not true, if only compression is important).

Content-based functionalities like spatial, temporal, and object scalability were evaluated in MPEG4. The first relates to a scaling of the (spatial) quality of an object, the second to a temporal scaling of the object display rate, and the last to the scaling of the image content (number of objects). The support for these functionalities is briefly explained in the following.

Techniques used for spatial/quality scalability: i) number of DCT coefficients transmitted [M354]; [M415] ii) “event scanning” – rearranging DCT coefficients among different blocks and transmitting only the most important ones [M359]; iii) number of wavelet bands transmitted [M467].

Techniques used for temporal scalability: use of B-frames and modifications that consist in not transmitting residual information, or in not even transmitting motion vectors (simple interpolation in the decoder).

Techniques used for object scalability: separate representation of objects with transmission of shape information, and motion estimation and compensation being done without reference to areas outside the object.

5. Proposals Summary

As a summary, the table in Annex 1 indicates the approach taken by each proposal to the most relevant features discussed in the previous sections.

6. Conclusions

From the technical description of the proposals presented and the results of the MPEG4 video subjective tests, some conclusions may be derived. The first is that for achieving compression, conventional hybrid DCT/motion compensation techniques are still very efficient when compared with other emerging techniques.

It may also be concluded that the provision of content-based functionalities is highly dependent on the representation data structure. This means that, provided the adequate structuring is used (e.g. layers or VOPs), any type of coding technique may be used to code the texture of each data unit. Many proposals suggested quite interesting ways to use conventional block-based coding techniques in the context of layered data structure, supporting the content-based functionalities while exploiting at the same time their high compression efficiency.

In the field of motion estimation/compensation, several promising techniques such as background and object memories, new techniques of image interpolation and image warping, and global motion compensation, were used.

For texture coding, the main conclusion is that non-standardised techniques (i.e., techniques not present in the available video coding standards) like wavelet coding, vector quantization and matching pursuits, did not show significantly better results than traditional DCT-based schemes like those used in ITU-T H.263.

Another conclusion is that there is a lack of efficient automatic segmentation algorithms that provide acceptable content-based partition of images. This is well present in the fact that almost all proposals used the provided pre-segmented masks. There is however a large agreement that the definition of analysis tools is outside the main scope of MPEG4. In fact, the definition of the objects/VOPs may be done in many ways and following different requirements and it does not impact on the MPEG4 coding tools which have to be generic enough to take into account all the cases in terms of VOP characteristics. Since the VOPs clearly have a meaning associated with them (through their content), their definition will be determined by the application of a relevant semantic criteria.

Concerning shape coding, which is essential for supporting content-based functionalities, the proposals to MPEG4 showed that many different techniques are available. Some of these do not even need to explicitly code the shape.

For the future, a set of core experiments will be performed based on a commonly agreed starting codec (the MPEG4 verification model) that will be defined by the end of January 1996, at the Munich MPEG meeting. In these core experiments, the most promising tools will be more deeply compared to demonstrate if there is a real benefit in using them.
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�Annex 1 - Summary of proposals presented to THE MPEG4 first round of tests.



Proposer/Doc�Tests�Base�Object identif.�Spatial Scalab.�Shape�Backgr.

memory�Particular techniques used�Texture�Motion��Hitachi                                 Doc. M0312

�Comp. A, B�H.263�No�No�No�No�Warping prediction using triangular patches based on affine transform. Syntax-based arithmetic coding mode of H.263. B-frames bidirectionally predicted coded independently.�DWT (discrete wavelet transform)� hexagonal matching + image warping��UC Berkeley                       Doc. M0317�Comp. A�--�No�No�No�No�Use of colour components for initial motion estimation.�Subband coding (Intra) + Matching Pursuits (Inter)�block-based��EPFL                                 Doc. M0320�Comp A, B                            Obj Scal A�--�Quad-tree + Pre-seg�No�Chain code �No�Model competition - selection on region level. Object representation. Arithmetic coding.�DCT, Fractal, bi-level�block-based��Motorola                             Doc. M0324�Comp. A, B                  Error Res. A, B          Error Rec. A, B�H.263�No�No�No�No�Use motion vectors only frames.�DCT, Matching Pursuits�H.263 like + Global MC��NEC                                   Doc. M0338�Comp A, B                        Obj Scal A�--�Pre-seg�No�Implicit�No�Warping prediction using triangular patches (one vector for each grid point; compensation by interpolation for each pixel). Uses skipped frames. Object representation.�DCT + edges treatment�warping predict.��OKI                                      Doc. M0339�Comp. A, B, C, E�--�No�No�No�No�Edge coding.

Motion interpolation / extrapolation.�DWT�Hierarchical block matching estimation ��Mitsubishi                           Doc. M0340�Comp A                             Obj Scal A�H.263           (no PB)�Pre-seg�No�Implicit�Long term mem�Short/long term background memories. 

Arithmetic coding.

Object prediction can use background !!!�DCT�block-based / segment pattern -based��Mitsubishi                           Doc. M0341�Comp. B�--�No�No�No�No�Fractal Block-Coding Technique.�Fractal coding + Contrast scaling transform�Variable block size ME/MC��SONY                                  Doc. M0347�Comp. C�--�No�No�No�No�Syntax-based Arithmetic Coding + adaptive modeling.�DWT�Variable block size ME/MC��Daewoo                              Doc. M0348�Comp. A�--�No�No�No�No�Motion information only B-frames. Image warping using motion point compensation�Wavelet decomposition + DPCM�block-based with global MC + motion point compensation��Toshiba                              Doc. M0354�Comp A                             Obj Scal A�H.263�Pre-seg�On DCT�Alpha plane with smooth.�Yes: coded blocks memorized�Face detection

Two layers

Alpha-planes. Object representation�DCT + edges treatment�block-based��Uni. Hannover                      Doc. M0359�Comp A                             Obj Scal A�Partly H.263               (no PB)�Motion + Pre seg�No�Polygon or spline�No�Competition based codec (H.263 / object) - frame level decision. Object representation�SA-DCT�hierarch. block matching��AT & T                                     Doc. M0365�Comp. A, B�H.263�No�No�No�No�Face tracking allowing better coding for perceptually more relevant zones�DCT�block-based with global motion compensation��Univ. Columbia                      Doc. M0374�Comp. A�H.263 / segment-based �Pre-seg�No�Polygon / splines�No�Motion interpolated frames�DCT�block-based + affine transform��Sharp                                 Doc. M0375�Comp. A�Partly H.263   (no PB)�No�No�No�No�Motion estimation based on segmentation patterns (triangular patches)�DCT�block-based / affine motion��Sharp                                 Doc. M0377�Temp Scal A, B�H.263�Pre-seg�No�chain code or alpha plane�No�Face detection 2 layers (enhancement layer allows different frame rates for dif. areas) Post-filtering (mosquito, block) Object representation�SA-DCT�“half zero” block search��Matsushita                          Doc. M0393�Comp B, E                                 Obj Scal E                   Spat Scal B/C/E�MPEG1�Pre-seg�“event scan”�alpha plane�object templates�Alpha plane allowing combination of objects. Event scanning. Multiple templates. Object representation. Error robustness.�DCT + edges treatment �Local: block matching Global: affine MC��Samsung                             Doc. M0396�Comp. A, B�--�Motion seg.�No�Quadtree structure�No�--�variable block-size DCT�variable block size ME/MC + affine model��SESAME                            Doc. M0408�Comp B, E�  �Morph.��chain code�No�Signal dependent partition

Region tracking

Model competition - selection on region level

Allows object representation

Interaction segmentation/coding�Region based wavelet SA-DCT Mean Polynom. approx.�block matching + clean + watershed + affine model��HHI                                     Doc. M0415�Obj Scal A, B/C Spat Scal A, B/C/E�MPEG1�Pre-seg�2 layers�Polyn. approx.�Yes�2 layers for spatial scalability

Object representation

Extended macroblock notion�SA-DCT�block based Global: can be affine��TI                                       Doc. M0418�Comp A, B                       Obj Scal A                   Error Res.�--�Motion + Pre seg�No�Splines or alpha plane�No�Object representation

overlapped MC like H.263

Arithmetic coding�DCT + edges treatment / DWT�block based��AT&T (Haskell)                         Doc. M0423�Obj scal A, B/C�H.263�Pre-seg�No�Chroma key�Yes:                           mem. that gets updated�Layered/planes representation

Object representation�DCT �block based��Uni. Strathclyde                    Doc. M0429�Comp. A                               Error Res. A                                       Error Rec. A�--�No�No�No�No�Variant of Vector Quantisation (Starthclyde Compression Transform (SCT)). �SCT�--��NTT                                     Doc. M0421�Com. B, C�H.263�No�No�No�No�Global motion compensation (GMC)�DCT�Global + local affine model ME/MC��AT&T (Osterm.)                 Doc. M0442�Obj scal A�H.263�Pre-seg�No�Polyn.�Yes:                           first I frame memorised�Uses PB-frames, Uses arithmetic coding, Object representation�DCT-POCS�block based��Hyundai                              Doc. M0462�Comp. A�MPEG1�Pre-seg�Yes�Polygon-spline�Yes�Motion estimation using object matching. Motion compensated contour prediction. Shape adaptive region parttioning method using variable block grid positions�Improved SA-DCT�Global + local affine model ME + local block matching. ��Microsoft                            Doc. M0467�Comp B, C, E                   Obj Scal A, B/C, E               Spat Scal B/C/E�--�assisted or Pre seg�wavelet�Chain code Polyn.Alpha plane�No�Object representation, Allows non-binary alpha plane for synthetic objects, Uses sprites and sprite warping (based on feature points), Post-processing (median filter)�Lattice wavelet codingDCT + padding  possible�Sprite warping - affine Block matching��AT & T                                 Doc. M0486�Comp. C�MPEG1, MPEG2�No�No�No�No�Two layers of B-frames allowing improved temporal resolution. Possible extension for 3D-DCT. �DCT�Block-based��THOMSON                           Doc. M0504





�Comp. C�--�Motion-seg�No�Modified Differential Chain Coding�No�Region-based coding scheme.  Frame interpolation.�SA-DCT�Multiscale motion estimation��
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