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1.
The Context

Image communication, from videotelephony to high definition TV and multimedia databases, is undoubtedly among the novelties of the end of the century, already announcing the large changes which will characterize the XXIst century society. In the complex field of human relations, communication may be established in many ways but vision plays always a primordial and often decisive role. Curiously the image language hides a big paradox since it is at the same time tremendously complex - there are messages impossible to transmit with other languages - and encouragingly simple - try other ways of communication between a Papuan and an Eskimo.
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Figure 1 - Two major examples of image communication objectives: information and entertainment.
Defining image communication as the transference of image information across time, space or both, it can easily be concluded that communications engineering is a very old job. The concept ranges from the conventional television broadcasting and audiovisual communications - where space is conquered - to the storage of image information - where time or time and space are mastered. Looking at the evolution of telecommunications as a continuous emulation of the complex human communication system, it is possible to conclude that image communications are not just one more step but rather a fundamental one to reach this aim.

Having in mind that the first really generalized image communication system - television - changed, for the best and for the worst, our civilization, by entertaining, disseminating ideas and stimulating comparisons (see figure 1), the time appears to be ripe to move one step further - point to point audiovisual communications and multi-point to point communications. These new communication systems range from mobile videotelephony to content-based database retrieval and 3D interactive games and will spur a large number of applications with significant social impact. One simple but meaningful example are the new frontiers opened by videotelephony for the communications, care and independence of old or handicapped people. The success of the new services will depend not only on the quality-price ratio but also on their functionality, flexibility and interoperability. In fact, most of these services require a suitable infrastructure which it is not immediately available although will be in the near future, at least for the more developed regions. 

One of the technical reasons that until now barred the development of audiovisual communications has been the large bandwidth required. In the early eighties, the development of digital techniques, the research efforts on image coding, the intention of many telecommunication administrations to provide video services through the Integrated Services Digital Network (ISDN) and the first proposals and plans for the future Broadband-ISDN brought out the first audiovisual communication experiments. 

Lately, with the explosion of digital technologies, image coding assumed an increasing relevance since efficient coding methods allow the reduction of the transmission rate and the transmission costs for a given picture quality. At the very beginning, the ultimate goal in the design of an image representation system was to minimize the bandwidth requirements for the transmission of a specified quality with relatively low-cost, compact and high-speed very large scale integration circuits. Today this objective is just one among others since, more and more, other functionalities than compression are requested from image representation systems. The most critical example is undoubtedly content-based interactivity.

With the explosion of new techniques and methods in all scientific areas related to communications, standardization organizations assumed a fundamental role of coordination and even steering thus avoiding the birth of a chaotic image communications market with all its negative effects. The new standards and equipment are already changing the outline of image communications and announcing the advent of multiple new applications with hard to foresee economical, social and even ethical and philosophical impacts.

This paper intends to briefly address the past and the future of image coding, including still and moving pictures (along the paper, the term “image” will include both, still pictures and video). Since it is clearly impossible to mention the thousands of relevant activities which have been happening in the past 30 years in the area of image coding, this overview will use the international coding standards as anchors and references to somehow show the evolution of image representation technology.  

2.
The Coding Problem

According to Habibi [1], image coding is concerned with the conversion of an analog picture into the smallest set of binary values such that it can be used to reconstruct a replica of the original signal. This must be achieved simultaneously with the overall goals of the system (often only vaguely defined) or may also involve other considerations such as viewer satisfaction. In conclusion, and as Netravali and Limb support, "(...) the application of picture coding to transmission channels is an economic tradeoff in system design, balancing picture quality, circuit complexity, bit rate and error performance." [2]. Although, looking to the most recent developments, these definitions may sound somehow dated since compression assumes here an almost exclusive role, the truth is that reference was already made to a compromise between compression and other systems objectives which nowadays are more and more functionalities such as content-based interactivity, scalability, error robustness, etc. (3(. 

Although early efforts on image coding used analog techniques to reduce bandwidth (bandwidth compression), the big image coding explosion happened in the eighties when the capacity, speed, compactness and price of digital technology became competitive. The progressive development of digital communication networks for speech, text and data generated a growing demand for the addition of images. This context led to an increasing interest of the PTT's on image coding to provide video services using the ISDN basic access limited channel capacity and spurred the interest for a Broadband-ISDN where service integration, including all types of video services, was the main feature. The continuous and rapid evolution of digital technologies in the last decade fostered an incredible amount of research and development work on image coding, leading to the first international standards. Standardization assumed a decisive role in the efficient use of the scientific work, due to the need to guarantee user to user interoperability.

Back in 1982 when the CCIR issued the digital video standard CCIR 601 for the handling of studio colour TV with a data rate of 216 Mbit/s [4], the relevance of image coding for the future of digital image communications became clear. Image coding techniques must take advantage of the considerable amount of superfluous information produced by the traditional coding of visual information. This superfluous information may be divided into: statistical redundancy and subjective redundancy or irrelevancy. 

Statistical redundancy is related to the similarities, correlation and predictability of data. Since statistical redundancy reduction does not involve any loss of information, the quality of the image is not degraded and it is possible to recover the original image. Subjective redundancy relates to the information unperceived by the human eye or which the human brain will find insignificant. Unlike statistical redundancy the loss of irrelevant information is irreversible and the original image can no longer be recovered. Since image coding deals with redundancy and irrelevancy, it is essential to understand both the visual information statistics and the characteristics of human vision.

The image coding problem may be mathematically formulated in the context of information theory as the research of the encoding strategy which minimizes an average distortion between the original and the coded signals [2]. The complexity of this analysis, due to the lack of statistical models for picture signals and to the absence of a recognized distortion criteria taking into account the human visual system, urges a pragmatic approach. During the last decades many coding methods have been suggested which exploit different kinds of redundancy in picture signals - DPCM, transform coding, motion compensation, vector quantization, subband coding, fractal coding, wavelets, etc. A clear classification of these techniques is somewhat difficult due to the large variety of principles referred to. Moreover almost all the methods use adaptive techniques where the coding parameters change as a function of data. Factors to account for human perception and to improve the overall picture quality are used in many methods. 

Over the past years, a number of mathematical models of the human visual system (HVS) have been suggested for image processing applications. However the introduction of such factors on image coding must take into account the different services functionality requirements, e.g. compression, interaction, scalability, as well as the higher efficiency-higher error sensitivity statistical phenomenon.

3.
The Winning Cocktail

The maturity of the coding concepts and techniques as well as the development of the digital technology allowed to reach several targets in the context of digital image communications, maybe some of them unexpected only a few years before. The standardization bodies had a central role in all this process by changing the way that standardization was done previously. Among the major achievements are the ISO/JPEG, ITU-T H.261 & H.263 and ISO/MPEG‑1 & 2 standards, which established the basis for the future 'image global village'. These standards cover a large range of services, from still images and videotelephony to HDTV, exploring bitrates from a few tens of kbit/s up to some tens of Mbit/s. Notice that a codec can/should use more than one coding tool in order to produce the 'winning cocktail' for the required cost/performance constraints. While some techniques are related to the exploitation of spatial redundancy and thus can be used for static or moving images (video) - e.g. transform coding - other techniques intend to exploit the temporal redundancy and thus can only be used in the context of video coding - e.g. motion compensation.

To have a better view of the major achievements and associated coding techniques, a brief description of the main image coding standards currently available is presented in the following:

1) ISO/JPEG [5]

The need to improve videotex performance was one of the reasons for the creation, in the middle of the eighties, by ISO and CCITT, of the Joint Photographic Experts Group (JPEG) directed to the standardization of a coding algorithm able to provide good quality photographic (still) pictures. For videotex - access to remote databases via the telecommunications network - an efficient way to code single multilevel and colour pictures is essential. The JPEG standard uses ADCT (Adaptive Discrete Cosine Transform) applied on 8x8 blocks and provides three operating coding systems: the baseline, the extended and the lossless systems. The ISO/JPEG standard is nowadays widely available and used in many still image applications. Moreover a new generation of still picture coding algorithms is currently being developed in the project JPEG2000. 

2) CCITT H.261 [6]

The CCITT H.261 coding algorithm for videophone and videoconference communications at px64 kbit/s, (p=1,...,30), is a hybrid coding scheme, mainly characterized by the use of temporal prediction, Discrete Cosine Transform (DCT), motion compensation, uniform quantization followed by variable length coding and a hierarchical subdivision of each frame into Group of Blocks (GOBs) and macroblocks (16x16 pels). This standard, created at the end of the eighties, was the first of a generation of video codecs, creating a compatibility issue to the after coming video coding standards. It assumed a relevant role in the deployment of videotelephony and videoconference since it finally allowed the production of compatible equipment, which is now already quite common in the western world.  

3) ISO/MPEG-1 [7]

The introduction of moving images on videotex or simply the provision of a video coding algorithm for digital storage media were behind the creation, also by ISO, in 1988, of the Moving Picture Experts Group (MPEG) to standardize a coding algorithm for digital video recording, e.g. on CD-ROM, with a bit rate up to about 1.5 Mbit/s. This standard adopted a hybrid coding scheme with motion compensation/temporal interpolation since also bi-directional motion compensation can be used.

4) ISO/MPEG-2 [8]

Following the success of ISO/MPEG-1, ISO/MPEG-2 aims to provide a generic coding method for high quality moving pictures and associated audio. The target applications are CCIR 601 TV and HDTV. The MPEG-2 core algorithm is still a hybrid DCT/motion compensation scheme having a structure similar to MPEG-1 and is typically used for bitrates above 2 Mbit/s. The standard has been developed in close collaboration with ITU-T where it is numbered H.262. Although this standard was only finalized in 1994, its importance is growing every day due to the continuous adherence of various standardization bodies and other institutions, targeting the deployment of digital TV, to be distributed on terrestrial, satellite or cable infrastructures. 

5) ITU-T H.263 [9]

The appearance, in 1992, of the first PSTN videotelephones in the market, marked the need to define on short notice a standard for very low bitrate audiovisual coding. ITU-T Recommendation H.263 is the video coding standard for ITU-T H.324 terminals. It is expected that the H.324 terminal will have two main applications: conventional videotelephony for general use, and multimedia systems integrated into a personal computer for business environments. 

The H.263 coding algorithm is basically an extension of the H.261 algorithm. This means it is still based on DCT, motion compensation, variable length coding and scalar quantization and uses the same macroblock structure. The main differences are the VLC tables, half pel motion compensation, PB-frames mode, no inclusion of error detection/correction (H.261 used BCH codes), different macroblock addressing and no use of end-of-block markers. H.263 has some additional options such as: overlapped block motion compensation, motion vectors pointing outside the picture, 8x8 pel motion vectors and syntax-based arithmetic coding.

As can be noticed, the currently available image coding standards use a 'winning cocktail' based on DCT and motion compensation, relying on a pixel-based statistical model of the two-dimensional image signal - waveform coding. One of the criteria that determined this choice when compared with other available coding approaches was its complexity. This criteria can be determinant, notably for real-time video systems.
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Figure 2 - Scene composed by two video objects available by chroma-keying.

4.
What Future for Coding?

“What does it mean, to see ? The plain man’s answer (and Aristotle’s, too) would be, to know what is where by looking. In other words, vision is the process of discovering from images what is present in the world, and where it is.” [10]. The image coding standards nowadays available, mainly provide the ability to ‘see’ places and times where we have never been. In fact, the world arrives to us in the form of a sequence of 2D frames, coded exploiting the statistical characteristics of the luminance and chrominance signals. However, the capability of ’vision’ is just a part of the question. Typically, the human being needs and wants to ‘see’, to ‘take actions’ after, interacting with the objects that compose the world being seen. 

The type of functionalities mentioned above require an image coding data model based on new concepts which need to be deeply associated to the image content structure: the objects. Already back in the eighties, region-based coding schemes started to be studied, although still very much with a pure compression objective. With time, semantic criteria took the leadership and regions became objects: while regions are usually only meaningful as good image entities for compression purposes (e.g. a zone with uniform texture), objects have typically a semantic associated and are user meaningful entities in the context of the relevant application (e.g. a man, a car, the background).

Recognizing that audiovisual content should be generated and represented using a framework that is able to give the user as many as possible real-world like capabilities, such as interaction and manipulation, MPEG decided, in 1993, to launch a new project, well known as MPEG-4. MPEG-4 is the first image coding standard that wants to make the jump from seeing to taking actions, from passivity to activity. Since human beings do not want to interact with abstract entities, such as pixels, but rather with meaningful entities that are part of the scene, the concept of content is central to MPEG-4. MPEG-4 understands an audiovisual scene as a composition of audiovisual objects with specific characteristics and behavior, notably in space and time (3(. This conceptual jump makes MPEG-4 the first truly digital audiovisual representation standard. The object composition approach allows to support new functionalities, such as content-based interaction and manipulation, as well as to improve already available functionalities, such as coding efficiency by just using for each type of data the most adequate representation methodology and coding features. Figures 2 and 3 show two examples of scene composition: while in figure 2 segmentation is not a problem since the content is already created as a composition of objects individually available, figure 3 highlights the importance of video analysis, for segmentation and clever rate control, in object-based image coding environments. However it is important to remember that segmentation is not standardized, leaving room to integrate more powerful schemes, to include some user interaction, and also for industrial competition.  
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Figure 3 - Scene composed by four video objects available by means of segmentation.

One of the most exciting and powerful consequences of the object-based approach is the integration of natural and synthetic content. While until now the natural and synthetic audiovisual worlds have evolved quite in parallel, the MPEG-4 representation approach allows the composition of natural and synthetic data in the same scene, unifying the two separate worlds. This unification allows to efficiently code natural as well as synthetic visual data, without undue translations like the conversion to pixel based representations of synthetic models. 

To reach the objectives above described, based on an object-based representation of audiovisual information, an MPEG-4 system needs to go beyond the capabilities of the more traditional audiovisual coding standards, where the audiovisual scenes were always composed by a frame based video sequence and the corresponding audio data. Since MPEG‑4 integrates visual objects of various types, e.g. frames, 2D arbitrarily shaped video objects, text, graphics, 3D faces, as well as audio objects of various types, e.g. music, speech, structured audio, there is the need not only to consider the coded representations of the various audiovisual objects but also some information describing the way by which the various objects are composed to build the final audiovisual scene. To fulfill this need, MPEG‑4 organizes the data in terms of Elementary Streams, which may contain different types of information such as audiovisual coded data, scene description information including the spatio-temporal positioning of all media objects, object content information (OCI) providing textual descriptive information about the scene events, and object descriptors mainly describing the type of content for each individual elementary stream.

A simplified version of the architecture of an MPEG‑4 system is presented in Figure 4. At the sending side, the several elementary streams associated to the various objects are multiplexed together. At the receiving side, the elementary streams are demultiplexed, the various media objects are decoded, and finally the scene is composed using the scene description information. This scene description information is at the heart of the MPEG‑4 vision and thus at the basis of most of the new functionalities that MPEG‑4 can provide. The scene description information is the “glue” that structures a scene - which players are in the stage, where and partly how they should look like - and after controls their spatial and temporal evolution - where the players move and when. The above described architecture requires MPEG-4 not only to address the coding of the raw audiovisual data, and of facial animation data, but also the coding of the scene description information. The scene description coding format specified by MPEG-4 is known as BIFS (BInary Format for Scene description), and represents a pre-defined set of scene objects, e.g. video, audio, 3D faces, and corresponding behaviors along with their spatio-temporal relationships (11(. 

In terms of image coding, the MPEG-4 Video standard (12( still relies on a Macroblock (MB) structure, meaning that each object, including those arbitrarily shaped are structured according to a MB grid. Texture coding as well as motion estimation and compensation tools are similar to those used in the currently available standards. Binary shapes are coded with a Context-based Arithmetic Encoder (CAE) algorithm while grey-level shapes are coded by separately processing their support as a binary shape, and their transparency as luminance only texture information. For the first time, a non DCT-based texture coding technique has been included in an international coding standard: wavelets for texture coding with fine granularity in terms of scalability, targeting texture mapping on 3D models. 

The description of the emerging MPEG-4 object-based image coding standard highlights the increased importance of a few technical areas, notably:

· video analysis for segmentation and object-based selective coding

· object-based rate control, real-time and off-line

· shape coding

· object-based scalability, e.g. shape, spatial, temporal, SNR

· error resilience and concealment in object-based coding schemes

· object-based composition and multiplexing

· 2D and 3D synthetic objects coding 

· integration of natural and synthetic content

· tools for object-based content creation, management and playback

The above topics will assume a major role in the success of object-based image coding technology since only the companies that will master these technologies will manage to efficiently play with the power and freedom of this new representation model.

5.
Describing Content

The widespread availability of software and hardware image encoders created a situation where generating digital image content is easy and cheap. For example, Hitachi has just produced a 500 g MPEG-1 camera for the consumer market. With MPEG-4, content is organized as a composition of objects, and thus the number of video entities in our digital world will explode even more. In conclusion, there is more and more video data, and more and more people using it for more and more purposes. 

This situation is becoming a real problem since it is well known that the value of information depends many times on how easy it is to retrieve, access and filter, in short: identify it. And it is every day more difficult to identify the desired audiovisual information. Moreover, the question of identifying content is not restricted to digital libraries and other database retrieval applications; also in other areas similar questions exist, such as broadcast media selection, multimedia editing, and multimedia directory services. The problem of identifying content has been now studied for a few years with a lot of investment in research topics such as video description, databases organization, content-based retrieval, querying languages, searching engines, feature analysis for indexing, matching criteria, etc. 

The recognition that the situation in terms of the identification of audiovisual content is becoming more critical and a powerful and largely accepted solution is needed, has been recognized by MPEG, at the same time one of the biggest responsible for the explosion of audiovisual digital content. For this, a new work item, formally called  “Multimedia Content Description Interface”, but well know as MPEG-7, has been initiated (13(. The people already taking part in defining MPEG-7 represent broadcasters, equipment manufacturers, digital content creators and managers, transmission providers, publishers and intellectual property rights managers, as well as university researchers.

MPEG-7 will be a standardized description of various types of multimedia information. This description will be associated with the content itself, to allow fast and efficient identification of material that is of interest to the user. MPEG-7 indexed AV material can then be automatically selected, filtered, etc. This material may include: still pictures, graphics, 3D models, audio, speech, and video. MPEG-7 will standardise:

· A set of description schemes
 and descriptors, and

· A language to specify description schemes, i.e. a Description Definition Language (DDL).

While the standard description schemes will provide a core type of descriptions for the more relevant applications, the Description Definition Language will give MPEG-7 some extensibility by allowing to define new (non standard) description schemes.



Figure 5 - The MPEG-7 standard boundaries

MPEG-7 will address the coding of these descriptors and description schemes. This means that although MPEG-7 is no longer about coding but about description (it is different to code a shape for reproduction or to describe a shape for retrieval), there is still room for coding in MPEG-7 since the descriptions will still have to be as compact as possible. Although MPEG-7 data representing AV material will many times be useful stand alone, e.g. if only a high level description is needed, most of the times it will serve to retrieve the same AV material.  In fact, while MPEG-7 coded data is mainly intended for content identification purposes, other coding formats, such as MPEG-2 and MPEG-4, are mainly intended for content reproduction purposes. 

Figure 5 above shows a highly abstract block diagram of a possible MPEG‑7 processing chain. This chain includes the analysis, the description itself, and the search engine. To fully exploit the possibilities of MPEG-7 descriptions, automatic extraction of features will be extremely useful. Nevertheless it is also clear that automatic extraction is not always possible. However useful they are, neither automatic nor semi-automatic feature extraction algorithms will be inside the scope of the standard. The main reason is that their standardization is not required to allow interoperability, while leaving space for industry competition. Another reason not to standardize analysis is to allow making good use of the expected improvements in these technical areas. For the same reasons, also the search engines will not be specified within the scope of MPEG-7.

MPEG-7 coded data will not depend on the ways the described content is available (for reproduction). Video information, for instance, could be available as MPEG-4, -2, or -1, JPEG, or any other coded data, or not even coded at all: it is possible to generate a MPEG-7 description to an analogue movie or to a picture that is printed on paper. MPEG-7 will address applications that can be stored (on-line or off-line) or streamed (e.g. broadcast, push models on the Internet), and can operate in both real-time and non real-time environments. A ‘real-time environment’ means here that indexing information is associated with the content while it is being captured.

MPEG-7 is thus a new ring in the content chain and will try to put some order in the growing ocean of audiovisual content. It is thus foreseeable that, in the near future, a huge investment will be made in all the technologies related to content indexing and identification, notably:

· feature extraction for indexing

· application relevant structures for features (description schemes)

· automatic extraction of high level features, such as content classification

· object-based description of video data 

· languages for flexible object-based video description

· content-based video retrieval

· content-based querying languages

· evaluation of content-based search engines

MPEG-7 will call for technology in the areas above referred by October 1998, to receive proposals in February 1999. An International Standard offering an integrated solution to audiovisual content description should be available by September 2001.

6.
Final Remarks

After a first generation of image coding algorithms using a frame-based data model, there are growing user requests towards image representation schemes allowing a more direct relation with image information, notably in terms of interaction and identification. These requests led to an intense research effort on object-based image representation and description schemes, which should support a more flexible and deep relation between user and information. The industry requests and the availability of mature technology led to the starting of two relevant standardization efforts in this area: MPEG-4 for image coding and MPEG-7 for image description.

Although it is always difficult to try guessing the future, it looks quite secure to identify a few basic trends for image representation, notably:

· image coding schemes giving the user increased flexibility in terms of the manipulation, and access to image information

· need for more intelligent image analysis methodologies, reaching the semantic layer 

· integration of natural and synthetic content towards more realistic virtual environments

· acquisition, coding and manipulation of 3D content

· efficient content retrieval systems 

· augmented reality and telepresence

· integration of human visual system characteristics

The major trends are in fact more and better information, giving the user the power to go without going, to see what cannot exist and reproduce imagination satisfying the essential human needs of communication, entertainment and playing. To reach these targets, knowledge that is nowadays dispersed in various areas, image processing, computer vision, computer graphics, etc., will be synergistically integrated in the future image-based systems. 
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Figure 4 - Simplified architecture of an MPEG-4 system (3(.























� The Description Scheme (DS) defines a structure and semantics of descriptors and their relationships.
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