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Abstract

This paper describes an MPEG-4 video compliant framework for the creation, encoding and decoding of video scenes composed of multiple video objects. The generated scenes can be compliantly encoded and the bitstreams can be decoded resulting in individual video objects that can be independently accessed in the decoded scene.

1. Introduction

Recognizing that audiovisual content should be created and represented using a framework that is able to give the user as many as possible real-world like capabilities, such as interaction and manipulation, MPEG decided, in 1993, to launch a new project, well known as MPEG-4. Since human beings do not want to interact with abstract entities, such as pixels, but rather with meaningful entities that are part of the scene, the concept of object is central to MPEG-4. MPEG-4 models an audiovisual scene as a composition of audiovisual objects with specific characteristics and behavior, notably in space and time. The object composition approach allows to support new functionalities, such as object-based interaction, manipulation and hyper-linking, as well as to improve already available functionalities, such as coding efficiency by just using for each type of object the most adequate coding tools and parameters. 

The MPEG-4 standard is divided in several parts, among them: Part 1: Systems which specifies scene description, multiplexing, synchronization, buffer management, and management and protection of intellectual property; Part 2: Visual which specifies the coded representation of natural and synthetic visual objects; Part 3: Audio which specifies the coded representation of natural and synthetic audio objects; Part 4: Conformance Testing which defines conformance conditions for bitstreams and devices; this part is used to test MPEG-4 implementations; and Part 5: Reference Software which includes software corresponding to most parts of MPEG-4 (normative and non-normative tools); it can be used for implementing compliant products as ISO waives the copyright of the code.

The MPEG-4 audiovisual coding standard has been designed to be generic in the sense that it does not target a particular application but instead includes many coding tools that can be used for a wide variety of applications, under different situations, notably in terms of bitrate, type of channel and storage media, and delay constraints [1]. This toolbox approach provides the mechanisms to cover a wide range of audiovisual applications from mobile multimedia communications to studio and interactive TV [1, 2].

Since it is not reasonable that all MPEG-4 visual terminals support the whole MPEG-4 visual toolbox, subsets of the MPEG-4 Visual standard tools [3] have been defined, using the concept of profiling, to address classes of applications with similar functional and operational requirements. A similar approach has been applied to the audio tools as well as to the systems tools. This approach allows manufacturers to implement only the subsets of the standard that they need to achieve particular functionalities, while maintaining interoperability with other MPEG-4 devices built within the same conditions, and also to restrict the computational resources required by the given terminals. A subset of the syntax and semantics corresponding to a subset of tools of the MPEG-4 Visual standard [3] defines a visual profile, while sets of restrictions within each visual profile, e.g. in terms of computational resources or memory, define the various levels of a profile [4]. Moreover since a scene may include visual objects coded using different tools, object types define the syntax of the bitstream for one single object that can represent a meaningful entity in the (audio or visual) scene. Note that object types correspond to a list of tools, in this case applied to each object and not to the scene as a whole. Following the definition of audio and visual object types, audio and visual profiles are defined as sets of audio and visual object types, respectively.

In order that a particular set of visual data bitstreams building a scene may be considered compliant with a given MPEG-4 visual profile@level combination, it must not contain any disallowed syntax element for that profile and additionally it must not violate the Video Buffering Verifier mechanism constraints [3]. This mechanism, based on a virtual buffer approach, allows the encoder to limit the decoding computational resources required, notably the picture memory, the decoding speed and the bitstream memory.

This paper presents an MPEG-4 video compliant framework developed at Instituto Superior Técnico (IST) allowing the user to interactively create video scenes composed of multiple video objects (VOs); the resulting video scenes can be compliantly encoded with an appropriate MPEG-4 video profile@level combination selected by the user. In this paper, video profiles are referred meaning the visual profiles that do not include visual object types corresponding to synthetic visual data, e.g. facial animation or 2D meshes object types. 

2. IST MPEG-4 Video Compliant Framework Modules

The framework here presented allows the user to create his/her own video scenes or modify existing ones. After each object is attributed a certain object type, these scenes can be encoded with an appropriate MPEG-4 video profile@level, and the generated streams can later be decoded by using the same framework. All these actions are done with a user-friendly graphical interface shown in Figure 1.

In order to provide the functionalities mentioned above, the application has been structured in three independent modules: video scene editor, MPEG-4 compliant video encoder (in the sense that the encoder creates compliant sets of video streams) and MPEG-4 compliant video decoder.

2.1 Video scene editor 

With the video scene editor, the user has the possibility to interactively create a new video scene or edit an existing one, to add, modify or delete video objects from the scene. 

The video scene editor is organized in three distinct areas (Figure 1):

· Video object tree – On the left side, there is a tree with the video objects already selected, which are red when they are included in the scene and gray if not yet included. All options related to the video objects can be accessed by clicking on them with the right mouse button. 

· Composition and visualization area – On the center, there is the scene being composed together with the buttons that control the player. The video objects can be dragged to change their spatial position and their characteristics may be changed with the right mouse button. 
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Time bar – On the bottom of the working area, there is the time bar which lets the user to specify the temporal position of all the video objects by dragging the blue bars. Beside that, the output tab shows useful information during the encoding process. The tree and the time bar can be hidden to maximize the scene working area. 

Creating a new video object

The video objects can be selected among existing ones or created from scratch (by using existing frame-based video and segmentation masks generated with an available interactive video segmentation tool [5]). An arbitrarily shaped video object is defined by a sequence file and a mask file that isolates the object from the rest of the sequence and may correspond to only a part of the whole original sequence. The start and stop frame indicate the temporal limits of the video object relative to the original sequence. The creation of new video objects can be easier if information about the masks exist in a file supplied for this purpose. In this way, all the masks that exist for a given sequence can be selected visually, as show in Figure 2. The video object under construction by adding or removing some of the masks already available may be previewed and thus a new video object that is a composition of other video objects can be created. The individual VOs that exist in the scene and that are selected can be viewed by passing the mouse cursor over them.
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Figure 2 – Creation of a new video object

Creating a scene

A new scene, understood like a composition of several video objects is created by specifying the following parameters:

· Scene spatial resolution – The scene vertical and horizontal dimensions, in terms of luminance pixels; the user may choose from a set of standard formats, e.g. CIF, QCIF or SIF, or directly specify the dimensions.

· Scene duration – The scene duration in seconds; the scene frequency is equal to the higher frame/VOP frequency of the video objects composing the scene.

· Scene name – The name identifying the scene.

Adding video objects to a scene

After creating a video object or opening a previously saved one, it appears on the video objects tree. By right clicking the video object on the tree, a menu appears letting the user:

· Add the VO to the scene under composition. 

· Play the VO.

· Obtain information about the VO. 

· Save the VO. 

If the VO duration is greater than the scene duration, a dialog box appears in order that the VO is cut to the appropriate duration for the scene. In this dialog box, a start and stop frame can be chosen to set the start and stop frame of the VO relative to the original sequence. Once a video object is in the scene, its icon on the tree turns red. On the other hand, video objects not in the scene have a gray icon on the tree. 

The VOs are placed in the scene by specifying their spatial, temporal, and relative depth positions (Figure 3). The spatial position of each VO is defined by dragging the VO on the scene, while the temporal position is defined by dragging the corresponding blue time bar at the bottom. Afterwards, the user can either choose to save the edited scene and/or to encode it. 

2.2 MPEG-4 video compliant encoder 

The video object encoder used in this framework is a modified version of the MPEG-4 video reference software implementation [6] (MoMuSys-FDIS-V1.0-990812): the IST MPEG‑4 video compliant codec. This codec implements the MPEG-4 Video Buffering Verifier mechanism following the architecture proposed in [7], allowing the user to compliantly encode the created scenes by choosing the appropriate object type for each video object and the profile@level for the scene.

Additionally, the coding structure of the IST MPEG-4 video codec has been modified in order that a basic principle is followed for each coding time instant: all analysis processing is performed before all coding. With this structure, it is possible to implement more powerful rate control solutions, with the analysis data reflecting the instantaneous characteristics of each VO being used to efficiently distribute the available resources before really encoding each VOP (Video Object Plane). This is especially useful when the scene or a particular VO changes its characteristics rapidly and thus the allocation and distribution of resources should quickly reflect these changes. Moreover, with this structure, the encoder can take the adequate actions when facing an imminent violation of the Video Buffering Verifier mechanism, such as skipping the encoding of one or more VOPs when the incoming VOPs exceed the Video Memory Verifier (VMV) limits or the Video Complexity Verifier (VCV) limits (decoding complexity). This is not so efficiently handled when only statistics of the previous time instant are used as in the case of the original MPEG-4 reference software implementation. 

Currently, the IST MPEG-4 video compliant framework supports the encoding of video scenes with the simple and core profiles at all levels. In the case of the core profile, B-VOPs and temporal scalability are not yet fully supported. In the near future, the encoder will also include an intelligent shape and texture intra refreshment scheme, based on the content characteristics, to offer increased error resilience for the generated bitstreams.

When encoding a scene, the user has to specify all the user-configurable encoding parameters, which will be fed into the video encoder, or to rely on default parameters. The encoding parameters can be defined for the scene and for each video object. At the scene level, it is possible to define the type of scene level rate control and the scene profile and level. For each video object, a large number of encoding parameters are available, which can be grouped in the following classes: temporal structure, user data, error resilience, motion, quantization, rate control, shape, scalability and complexity estimation (Figure 4).
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Figure 4 – Object properties and encoding parameters

Rate control

For a bitstream to be MPEG-4 compliant, the encoder has to implement algorithms that control the bit rate. The rate control ensures that the Video Buffering Verifier is not violated, i.e. that the corresponding buffers occupancy is not exceeded. The rate control algorithms are not normalized because their rigid specification is not necessary to ensure interoperability; this flexibility stimulates industry competition in this area with obvious results in terms of reaching better and more efficient equipments. 

The rate control can be defined at the object level (independently for each object) or at the scene level (jointly for the scene). In the object level rate control, the user can define the rate control parameters for every layer of each video object. Since scalability is not implemented in this version of the software, only the base layer is available for control. In the scene level rate control, the type of rate control that is used in the encoding procedure is defined. Three types of rate control have been implemented: 

· None - The rate control is not used and the quantization step is constant. In this case, the encoder may generate bitstreams that are not MPEG-4 compliant.

· Independent - The rate is independently specified for each video object and never changes during the encoding process. 

· Joint - The total available rate is dynamically distributed among all the objects in the scene, depending on their characteristics, e.g. size, activity, texture complexity. In this case, the user defines the target rate and the buffer size for the entire scene. The default values for these two parameters depend on the profile@level chosen. The user can also define the bit rate distribution weights related to the various criteria used to distribute the rate among the various objects in the scene (these values must add to one). 

Profiling

The definition of the scene profile and level and of the object type for each object is essential to generate compliant streams. The profile defines the set of tools that is used during the encoding and the level specifies the restrictions that are imposed to the profile, through the limitation of some relevant parameters. The object type corresponds to a list of tools that can be used to encode a given video object. The following object types and profiles are available in the framework: Simple, Simple Scalable, Core, N-Bit and Main. This object types and profiles are defined in Version 1 of the MPEG-4 Visual standard [3].

After the scene is composed and the right object types (for example, it is impossible to choose an object type allowing only to code rectangular video objects for an arbitrarily shaped object), profile and level are set, the encoding may start. If the scene contains video objects that were scaled from an original (dimensions with a scale different from 100%) or that were defined through a composition of masks, they have to be first saved to disk in order that the encoding procedure may start. The user is warned about the need for this operation.

During the encoding process, a chart shows the evolution of the occupancy of the various Video Buffering Verifier buffers (Figure 5). In this chart, the evolution of the video rate buffer verifier (VBV), video complexity verifier (VCV), boundary macroblocks video complexity verifier (B-VCV) and video reference memory verifier (VMV) may be seen. This graphical information allows the user to easily analyze the scene complexity in terms of the Video Buffering Verifier memories occupancy, since the chart shows the occupancy percentages. Due to the rate control actions, and in order to generate compliant streams, none of the memories should go above 100% or under 0% occupancy.
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Figure 5 – Video buffering verifier chart

Other useful information is shown in the output bar at the bottom of the working area during the encoding process. Among this information there are warnings about the typical scene size, the buffer capacity that is exceeded (leading to non compliant bitstreams) and frame skipping (happening when the scene is too complex to be always encoded with the original frame rate for the selected profile@level). The buffer capacity may be exceeded only if the rate control is disabled. 

After the encoding process stops, some encoder statistics may be viewed. The statistics shown for each object are the total number of bits used, the average number of bits per VOP, the average number of shape bits per VOP and the average PSNR for the three texture components Y, U and V.

2.3 MPEG-4 video compliant decoder 

After the scene has been encoded and each video elementary stream generated, the user can interactively decode selected elementary streams using an integrated video decoder and display the composed objects. The decoded video objects are individually accessible, and their spatial and temporal position can be changed like when composing a scene. This is, in fact, the heart of the MPEG-4 vision: for the first time, the objects may be independently accessed, decoded and manipulated. 

At the time of writing, the decoder basically corresponds to the MoMuSys reference software mentioned above. However, object and scene error concealment techniques are currently being developed to be integrated in this framework.

In conclusion, this framework provides a user-friendly environment to interactively create video scenes, encode them compliantly with an appropriate MPEG-4 visual profile@level, and decode and visualize the composed scenes.

3. Conclusion

This paper briefly described the ongoing work at IST regarding the implementation of the MPEG-4 natural visual profiles and levels and robust decoding which resulted in the development of an MPEG-4 video compliant framework for the creation, encoding and decoding of video scenes composed of multiple video objects. 

The major objective of this framework is to allow the study, comparison, testing and validation of MPEG-4 normative tools already developed such as the Video Buffering Verifier as well as the easy integration of non-normative tools for study, comparison and testing, such as rate control, intra refreshment and error concealment strategies.
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Figure � SEQ Figure \* ARABIC �3� – Composition of a scene








Figure � SEQ Figure \* ARABIC �1� – Screenshot of the IST MPEG-4 video compliant framework















