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Abstract—Research efforts on 3DTV technology have been
strengthened worldwide recently, covering the whole media pro-
cessing chain from capture to display. Different 3DTV systems
rely on different 3-D scene representations that integrate various
types of data. Efficient coding of these data is crucial for the suc-
cess of 3DTV. Compression of pixel-type data including stereo
video, multiview video, and associated depth or disparity maps
extends available principles of classical video coding. Powerful
algorithms and open international standards for multiview video
coding and coding of video plus depth data are available and
under development, which will provide the basis for introduction
of various 3DTV systems and services in the near future. Com-
pression of 3-D mesh models has also reached a high level of
maturity. For static geometry, a variety of powerful algorithms
are available to efficiently compress vertices and connectivity.
Compression of dynamic 3-D geometry is currently a more active
field of research. Temporal prediction is an important mecha-
nism to remove redundancy from animated 3-D mesh sequences.
Error resilience is important for transmission of data over error
prone channels, and multiple description coding (MDC) is a suit-
able way to protect data. MDC of still images and 2-D video has
already been widely studied, whereas multiview video and 3-D
meshes have been addressed only recently. Intellectual property
protection of 3-D data by watermarking is a pioneering research
area as well. The 3-D watermarking methods in the literature
are classified into three groups, considering the dimensions of the
main components of scene representations and the resulting com-
ponents after applying the algorithm. In general, 3DTV coding
technology is maturating. Systems and services may enter the
market in the near future. However, the research area is relatively
young compared to coding of other types of media. Therefore,
there is still a lot of room for improvement and new development
of algorithms.

Index Terms—Depth coding, disparity coding, MPEG, multi-
view video coding (MVC), multiple description coding (MDC),
stereo video coding, watermarking, 3-D mesh compression,
3DTV.
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I. INTRODUCTION

EXTENDING visual sensation to the third dimension has
been investigated over decades. However, significant

consumer mass markets haven’t developed yet. 3-D video is
established in niche markets, including professional applica-
tions (e.g., scientific visualization, medicine) and entertainment
(IMAX cinemas, 3-D gaming). In recent years, research efforts
have been strengthened worldwide to remove technological
obstacles that encumber wider success of 3-D video applica-
tions [1]–[5]. Significant improvements have been achieved for
all components of the processing chain, from acquisition and
signal processing, over 3-D scene representation, coding and
transmission, to rendering and 3-D display. Very likely various
3-D video systems, components, applications and services will
enter the market in the near future.

Overviews of the state-of-the-art of technology for 3-D video
are given in different papers of this Special Issue, each focusing
on a specific component of the processing chain. This paper
is devoted to coding. Various 3-D scene representation formats
are used in different 3-D video systems and applications as de-
scribed in [6]. These formats integrate various types of data,
such as multiview video, and geometry data in form of depth
or 3-D meshes. In general, 3-D video results in a tremendous
amount of data that needs to be transmitted, stored or water-
marked. Therefore, efficient compression is a key condition for
the success of 3-D video. There is also a strong necessity for
developing robust 3-D watermarking techniques, which protect
the ownership rights. Further, the availability of open interna-
tional standards is in general an important enabling factor for
the development of markets in the media business. ISO/IEC
JTC 1/SC 29/WG 11 (Moving Picture Experts Group—MPEG)
is one of the international standardization bodies that play an
important role in digital media standardization. Therefore, this
paper highlights MPEG standards for the different data as avail-
able and under development.

The following section gives an overview of coding of mul-
tiview video, depth and associated data, with focus on avail-
able and emerging MPEG standards. Section III is devoted to
compression of static and dynamic 3-D mesh data as used for
3-D video representations as well as for 3-D computer graphics.
Error resilience and multiple description coding (MDC) for 3-D
is outlined in Section IV. Then, Section V elaborates on pro-
tection of 3-D content using watermarking. Finally, Section VI
summarizes and concludes the paper.
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II. CODING OF MULTIVIEW VIDEO, DEPTH,
AND ASSOCIATED DATA

Many 3DTV systems are based on scenarios, where a 3-D
scene is captured by a number of cameras (see e.g., [7]–[14]).
The simplest case is classical stereo video with two videos.
More advanced systems apply 8, 16, and more cameras. Some
systems additionally apply per sample depth data that can also
be treated as video signals. This section gives an overview of
compression algorithms and standards for such data. An early
overview of this research area can be found in [15]. Depending
on the degree of common content, shared by a subset of the cam-
eras, a coding gain can be achieved in comparison to single-
view coding. In multiview coding, correlations between adja-
cent cameras are exploited in addition to temporal correlations
within each sequence. Therefore, multiview coding adds an-
other compression dimension on top of single-view coding: the
inter-view direction.

A. Conventional Stereo Video Coding

Stereo view is the most important special case of multiview
with views. Compression of conventional stereo video
has been studied for a long time and the corresponding standards
are available. A conventional stereo pair consists of two images
showing the same scene from two slightly different viewpoints
corresponding to the distance of human eyes. The images are
in general very similar, which makes them well suited for com-
pression, e.g., with one image predicting the other. For instance
one of them can be compressed without reference to the other
stereo image. Then, the second image can be predicted from the
already encoded one, just like temporally related images can be
motion-compensated in video compression.

The samples of both images correspond to each other through
the 3-D geometry of the scene and camera properties, including
positions and internal camera parameters such as the focal
length. The displacement or disparity of each sample in one
image with respect to the other is equivalent to a dense motion
field in between two consecutive images of a video sequence.
Therefore, it is justified to use the same principles of motion
estimation and motion compensation for disparity estimation
and disparity compensation for image prediction and then to
only encode the prediction error or residual further.

Nevertheless, some specific differences between motion com-
pensation and disparity compensation need to be considered.
The statistics of disparity vector fields is different from the sta-
tistics of motion vector fields. Disparities are biased and rela-
tively large. Zero disparity means a very large depth of the corre-
sponding point in 3D, while 3-D points close to the camera may
have very large disparity values. This may require adjustments
of entropy coding of the disparity vectors. In general temporally
adjacent images of a video sequence tend to be more similar than
views of a stereo pair at practical frame rates. Disocclusion ef-
fects, i.e., content that is visible in one image is occluded in the
other and can therefore not be predicted, are on average more
evident in a stereo pair than in between two temporally adjacent
video images. Further, specific differences in a stereo pair may
come from incorrect white and colour balance but also due to
scene lighting and surface reflectance effects.

Fig. 1. Illustration of prediction in H.262/MPEG-2 Video multiview profile.

The combination of inter-view and temporal prediction is the
basic principle for efficient compression of conventional stereo
video. A corresponding standard specification has already been
defined in ITU-T Rec. H.262/ISO/IEC 13818-2 MPEG-2 Video,
the Multiview Profile [16], [17], as illustrated in Fig. 1. The left
eye view is encoded without reference to the right eye view,
using standard MPEG-2. This ensures backward compatibility
with Main Profile of H.262/MPEG-2 Video, since it is possible
to decode the left eye view bit stream and to display 2-D video.
For the right eye view, inter-view prediction is allowed in addi-
tion to temporal prediction.

However, the gain in compression efficiency compared to
independent encoding of both video streams is rather limited.
This is mainly due to the fact that temporal prediction already
provides very good performance. Typically, if temporal predic-
tion is efficient for a certain image (e.g., B-pictures for right
view in Fig. 1) then additional inter-view prediction does not
increase the coding performance significantly. Temporal neigh-
bouring images are typically on average more similar than spa-
tially neighbouring images.

For images that are coded as I-pictures, i.e., without refer-
ence to other temporally adjacent images in the video sequence,
a significant gain can be achieved by inter-view prediction. Typ-
ically every 0.5–1 s such I-pictures are inserted into a video
stream to enable random access and error robustness. In Fig. 1,
the left-hand side picture of the left view is encoded as I-pic-
ture. The corresponding left-hand side picture of the right view
would also be encoded as I-picture for random access when in-
dependently encoding both video streams. However, in H.262/
MPEG-2 Video multiview coding, inter-view prediction can be
applied, resulting in a significant increase of compression effi-
ciency compared to coding this picture as I-picture.

Research on compression of conventional stereo video has
continued into several directions, including for instance op-
timum joined bit allocation for both channels, or abandoning
backward compatibility to design more efficient inter-view
prediction structures. Algorithms have been based on more
up-to-date video codecs such as H.263 [18], MPEG-4 Visual
[19], or H.264/AVC [20]–[22]. However, none of the develop-
ments including the original Multiview profile have reached
commercial relevance so far, since the application of stereo
video did not develop into a relevant mass market yet.

B. Compression of Video Plus Depth Data

An alternative to classical stereo video as described in the pre-
vious section is to transmit a video signal and a per sample depth
map. From the video and depth information, a stereo pair can
be rendered at the decoder [23], [24]. This extends the function-
ality since it enables head motion parallax viewing if the user’s
head motion is tracked. Additionally, this format is interesting
from compression efficiency point of view. Per sample depth
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data can be regarded as a monochromatic, luminance-only video
signal. The depth is restricted to a range between two extremes

and indicating the minimum and maximum distance
of the corresponding 3-D point from the camera respectively.
The depth range is linearly quantized with 8 bit, i.e., the closest
point is associated with the value 255 and the most distant point
is associated with the value 0. With that, the depth map is spec-
ified, resulting in a grey scale image. These grey scale images
can be fed into the luminance channel of a video signal and the
chrominance can be set to a constant value. The resulting stan-
dard video signal can then be processed by any state-of-the-art
video codec.

Results from the European ATTEST project [23] have
shown that depth data can be very efficiently compressed this
way. Several state-of-the-art video codecs have been tested
(MPEG-2, MPEG-4, H.264/AVC). A course estimate indicates
that 10%–20% of the bit rate which is necessary to encode the
colour video is sufficient to encode the depth at good quality.
This is due to the specific statistics of depth data, being on
average smoother and less structured that colour data.

Based on these observations, a new backward compatible
(with respect to classical DVB) approach for 3DTV was de-
veloped in the ATTEST project. It uses a layered bit stream
syntax. The base layer is a conventional 2-D colour video en-
coded using MPEG-2. This base layer can be processed by any
existing MPEG-2 decoder providing backward compatibility.
Additionally the bit stream contains an advanced layer carrying
the encoded depth information. Advanced systems may access
this layer to decode the depth stream and then generate a stereo
pair to be displayed stereoscopically by view interpolation.

This concept is highly interesting due to the backward com-
patibility, compression efficiency and extended functionality
compared to conventional stereo video. Moreover, it does not
introduce any specific coding algorithms. It is only necessary
to specify high-level syntax that allows a decoder to interpret
2 incoming video streams correctly as colour and depth. Addi-
tionally information about depth range ( and ) needs
to be transmitted. Therefore, MPEG specified a corresponding
container format “ISO/IEC 23002-3 Representation of Aux-
iliary Video and Supplemental Information,” also known as
MPEG-3 Part 3, for video plus depth data [25], [26]. Moreover,
H.264/AVC contains an option to convey the depth images
through its auxiliary picture syntax. Here, the video codec for
the colour video signal and associated depth video signal are
both H.264/AVC. This approach is backwards compatible with
any existing deployment of H.264/AVC.

A general problem of the video plus depth format is content
creation, i.e., the generation of depth information. Cameras that
automatically capture per pixel depth with the video are avail-
able and are being further enhanced, but the quality of the cap-
tured depth fields is currently still limited. Algorithms for depth
estimation have been studied extensively in computer vision lit-
erature and powerful solutions are available. However, it always
remains an estimation that can only be solved up to a residual
error probability. Estimation errors influence the quality of ren-
dered views. A fully automatic, accurate and reliable depth cap-
turing system is still to be developed. User-assisted content gen-
eration is an option for specific applications. Even having per-

Fig. 2. Temporal/inter-view prediction structure for MVC.

fect depth available, artifacts may occur in rendered views due
to dis-occlusion. This effect increases with the distance of the
virtual view from the original camera position. Additional oc-
clusion layers (layered depth video as extension of layered depth
images [27]) or extension to multiview video plus depth [28],
[29] help to minimize these problems at the cost of increased
data rate and complexity.

C. Multiview Video Coding

A common element of many 3DTV systems is the use of
multiple views of the same scene that have to be transmitted
to the user. The straight-forward solution for this would be to
encode all video signals independently using a state-of-the-art
video codec such as H.264/AVC. However, multiview video
contains a large amount of inter-view statistical dependencies,
since all cameras capture the same scene from different view-
points. These can be exploited for combined temporal/inter-
view prediction, as illustrated in Fig. 2. Images are not only
predicted from temporally neighbouring images but also from
corresponding images in adjacent views. Statistical evaluations
have shown that significant gain can be expected from such
combined temporal/inter-view prediction [30], [31]. Pioneering
work on multiview image coding is reported in [32], [33].

Several research groups addressed multiview video coding
(MVC) and developed dedicated inter-view/temporal predic-
tion structures to efficiently exploit all statistical dependencies
within the multiview video data sets (see e.g., [34]–[41]).
Among those, algorithms that are based on hierarchical B-pic-
tures [42] as supported by H.264/AVC syntax in temporal
and inter-view dimension (Fig. 2) proved best performance
in exhaustive experiments conducted in the context of MPEG
standardization [43]–[46]. In these experiments, it has been
shown by objective and subjective measurements that dedicated
MVC outperforms independent encoding of the multiple video
streams significantly. However, the achievable gain strongly de-
pends on the content and its properties such as camera distance,
frame rate and complexity of the content (motion, texture). For
some data sets the peak signal-to-noise ratio (PSNR )gain was
reported as 0.5 dB and below. Maximum reported gains were
up to 3 dB.

A drawback of combined temporal/inter-view prediction as
illustrated in Fig. 2 is the complexity. This includes computa-
tional complexity, memory requirements and delay. In [46], [47]
it has been shown that the complexity can be significantly de-
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creased without sacrificing much coding efficiency. Inter-view
prediction is restricted here to the key pictures that would be
treated as I-pictures in independent encoding of the views (e.g.,
time and in Fig. 2). Most of the coding gain of MVC comes
from inter-view prediction of these pictures that do not use tem-
poral prediction for temporal random access reasons. Omitting
inter-view prediction for pictures that have a temporal reference
does not cost much coding efficiency whereas it decreases com-
plexity significantly.

In addition to combined temporal/inter-view prediction, spe-
cific MVC algorithms have been proposed. The basic idea of
depth/disparity-based view interpolation prediction [48]–[50] is
to estimate depth or disparity either at the encoder (this requires
overhead for sending the depth/disparity) or the decoder, and to
perform view interpolation or 3-D warping for prediction. How-
ever, the gains reported so far are marginal. Only for very few
test data sets with very close camera settings such view inter-
polation prediction provides a gain of up to 5% bit rate saving
at the same visual quality. Further investigations are needed to
optimize the performance.

Further, illumination and color inconsistencies affect the ex-
ploitation of inter-view statistical dependencies. Usually such
effects should be minimized by proper setting of the condi-
tions, however, an MVC algorithm should also be able to cope
with this as well, since proper white and color balancing of the
input can not be guaranteed. Also, the illumination (spotlights,
shadows, etc.) varies largely over the multiview images due to
the lighting conditions. These problems might be handled by
proper illumination and color compensation as proposed in [51]
and [52]. The basic idea is to modify the motion compensation
on macroblock level. Before subtracting the pixel values of the
block to be encoded and the reference block, the mean of each is
compensated from the corresponding pixel values. This assumes
locally constant illumination and color variations, which is an
appropriate model trading-off accuracy and complexity. Gains
of up to 0.7 dB have been reported for some test data using illu-
mination compensation. However, this strongly depends on the
test data and in some cases the gain is negligible or there is none
at all. On average over all test data sets a bit rate reduction of
5% was reported for the same visual quality.

An alternative to illumination compensation on macroblock
level integrated into the encoding process, also an appropriate
preprocessing can be applied, prior to encoding. Algorithms for
illumination correction are well-known in image and video pro-
cessing. Then the corrected data can be passed to a standard en-
coder. The big advantage of such an approach is that no changes
are necessary to the encoder, decoder and bit stream syntax. A
preliminary investigation in this direction is presented in [53],
however, results are not complete and performance in compar-
ison to integrated illumination compensation is not clear.

Another research direction is improving disparity estimation,
compensation, and coding [54]. Mostly disparity is treated
equally to motion, however, it is known that the statistical prop-
erties of disparity vectors can be quite different compared to
those of motion vectors. Disparity estimation has been studied
extensively in the computer vision literature. Usually, basic
geometric properties and constraints are taken into account.
For instance, the search can be done along epipolar lines.

This may lead to better estimates and reduce the complexity.
Further, specific disparity coding may improve the efficiency
of inter-view prediction. Specific coding modes for MVC such
as the inter-view direct mode [55] are under investigation.

Combination of scalability with MVC is investigated for in-
stance in [56]–[60]. So far the feature of scalability only comes
with decreased compression efficiency. Distributed MVC is in-
vestigated for instance in [61]. Also first work on efficient trans-
port and delivery taking user interactivity into account has been
presented [62], [63]. Finally, efficient mechanisms for optimum
random access, parallel processing and memory management
for MVC have been investigated.

Since the results clearly indicate that MVC outperforms in-
dependent encoding of the multiple video signals, and there is a
clear demand from industry for a corresponding standard, ISO/
MPEG and ITU/VCEG decided developing a dedicated MVC
specification [64], [65]. It will be an extension of H.264/AVC
(Amendment 4), which is scheduled to be finalized in 2008.
MVC is the main focus of this Special Issue. We therefore refer
the reader to the dedicated articles in this volume that contain
all details of state-of-the-art MVC technology.

D. Conclusions and Future Research Directions

Research on coding of stereo video, multiview video and
associated depth or disparity data has reached a good level of
maturity. Related international standards are available enabling
a variety of 3DTV systems and applications. However, com-
pared to coding of other types of media data the scientific field
is relatively young, and therefore there is still a lot of room
for improvement of algorithms. This includes for instance
optimization of MVC and development of new specific coding
MVC algorithms. Depth or disparity coding may be improved
further by development of dedicated algorithms. Further, there
are more complex types of data representations for 3DTV such
as layered depth video and multiview video plus depth that
provide extended functionality. Efficient coding algorithms for
such data are still under investigation. Initial results are reported
in [66] and [67]. Other types of multiview representations are
also under investigation often related to specific types of 3-D
displays. An example is presented in [68].

III. 3-D MESH COMPRESSION

3-D meshes are used in 3-D video representations to repre-
sent the shape of static or dynamic 3-D objects. 3-D triangle
meshes are a common form to represent an object’s shape. In
fact, a triangle mesh represents only a piecewise-linear approx-
imation of an object’s surface. Consequently, the approximation
error can be high unless the number of triangles is sufficiently
large. On the other hand a large number of triangles makes these
static 3-D meshes expensive to store or to transmit. Static 3-D
meshes consist of two types of data: connectivity, which de-
scribes the triangulation of mesh vertices, and geometry, which
assigns 3-D locations to vertices. Dynamic 3-D meshes are in
their generic form represented as a sequence of static meshes
with a common connectivity called frames. They require even
several times more storage than a single static mesh, unless
frames are compressed. Static as well as dynamic meshes show
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topological as well as geometrical dependencies in spatial and
spatio–temporal domain, respectively, which are exploited for
compression. Subsequently, we give a survey on compression
techniques for static and dynamic 3-D meshes, as they are used
in 3-D video representations and 3-D computer graphics.

A. Compression of Static 3-D Meshes

During the last decade there has been a lot of research
in the area of static mesh compression. In 1996, Taubin and
Rossignac [69] proposed the method Topological Surgery (TS),
which was the first method for lossless compression of mesh
connectivity and compression of locations of mesh vertices
with controllable loss. They decomposed connectivity in so
called vertex and triangle spanning trees, which were encoded.
Linear predictive coding was employed for compression of
vertex locations. They were predicted in an order guided by
connectivity using already encoded locations. Later, Taubin
et al. [70] extended the TS approach in order to obtain a
Levels of Detail representation of a compressed static mesh,
providing progressive decoding from low to high resolution.
They introduced the Progressive Forest Split (PFS) scheme
using a forest, i.e., a set of trees, in order to describe con-
nectivity in different resolution levels. Both, TS and PFS, are
building the basis of the MPEG-4 3-D Mesh Coding standard
(3DMC tools) for Single Resolution and Progressive Levels
of Detail static mesh compression. Many improvements and
generalizations upon the TS approach were presented later.
Here, we want to point out the Edgebreaker technique [71] of
Rossignac and the Cut-Border Machine [72] of Gumhold and
Straßer. Both methods are very similar and use a finite state
machine to compactly describe mesh connectivity. They apply
face based vertex traversal emitting one out of five symbols
each time a new vertex is visited, with each symbol describing
the configuration of this vertex relative to the traversed re-
gion. Subsequently this stream of only five different symbols
is entropy encoded. It can be shown that Edgebreaker and the
Cut-Border-Machine encode planar mesh connectivity with no
more than 4 and 5 bpv (bpv = bits/vertex), respectively. Vertex
location prediction is improved by employing the so-called
Parallelogram Prediction Rule [73]. A compression technique
similar to Edgebreaker called Face Fixer [74] was developed
hereon. It encodes polygonal meshes, i.e., it is not restricted to
encode only triangle meshes like previous approaches.

The Parallelogram Predictor was first presented by Touma
and Gotsman [73]. It is the most commonly applied predictor in
the literature for Single Resolution Compression of vertex loca-
tions. A multiway extension of this predictor and a higher order
predictor are presented in [77] and [78]. Touma and Gotsman
proposed a valence-based technique (TG) for mesh connectivity
compression. The TG technique produces a stream of symbols
that mainly consists of valences of processed vertices. Due to
the Euler characteristic of triangle meshes, vertex valences show
low valence dispersion around the average valence 6. Conse-
quently, this stream of few different valences can be well com-
pressed. Recently, based on the TG coder, Alliez and Desbrun
proposed improved valence based approaches for single res-
olution [75] and progressive levels of detail [76] static mesh

TABLE I
COMPRESSION RATIOS FOR CONNECTIVITY COMPRESSION

compression. They state that valence based compression is op-
timal in the sense that it reaches asymptotically the upper en-
tropy bound for planar mesh connectivity compression of about
3.25 bpv.

While in all approaches so far mesh compression is manly
guided by mesh connectivity, in [79], a geometry-guided pro-
gressive compression approach is presented. Here, quantized
3-D vertex locations are partitioned in an octree-structure and
subsequently, by traversing the tree from the root to the leaves,
all geometry and connectivity changes are encoded. As other
geometry-guided compression techniques we want to mention
the wavelet (WL)-based approach [80] of Khodakovsky et al.,
and the approach [81] of Karni and Gotsman based on spectral
decomposition.

In order to increase the compression efficiency for the geom-
etry part of a mesh, image-based compression techniques are
developed. Geometry Images [82] are a lossy coding technique
where a manifold triangular mesh is remeshed on a regular grid,
i.e., an image. The geometry is represented by the RGB chan-
nels of the image while the connectivity is given implicitly by
the regular structure of the grid, i.e., original mesh connectivity
is not encoded. The image is compressed using a standard image
encoder. Improvements and variants of this technique can be
found in [83]–[85].

Overall, the area of static mesh compression has already
reached a high level of maturity. In practice, connectivity is
encoded with about 3 bpv, while the bit rate for vertex loca-
tions is about 16–23 bpv. Connectivity compression ratios are
summarized in Table I. Altogether, we have bit rates of about
22 bpv for static meshes. For more extensive surveys on static
mesh compression we want to refer the interested reader to [86]
and [87].

B. Compression of Dynamic 3-D Meshes

Compression of dynamic 3-D meshes is a young research
area. First compression approaches were presented 1999, and
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in the following years, only a few papers dealing with this topic
appeared. However, since 2004, along with emerging research
efforts in 3DTV, a high level of research activity can be no-
ticed in this prospective area, which is reflected in many pub-
lications. Dynamic 3-D meshes, i.e., sequences of static meshes
with nonchanging connectivity, show not only geometrical de-
pendencies in spatial direction but also dependencies in tem-
poral direction. Compression approaches exploiting these de-
pendencies can be classified in two types: transform dominated
and prediction dominated.

In 1999, Layngyel [89] first presented a transform dominated
clustering-based approach for compression of dynamic 3-D
meshes. Vertex trajectories, i.e., paths of single vertices in time,
are grouped in clusters and for each cluster a transformation
is selected which best approximates the global behavior of
vertices. Selected transformations and resulting approximation
errors are encoded subsequently. One year later Alexa and
Müller [90] proposed a compression approach based on prin-
cipal component analysis (PCA). They treat a dynamic mesh
as a large 3VxF matrix, where and denote the number
of vertices and frames of the dynamic mesh respectively.
Compression is achieved by decomposing this matrix using
PCA and omitting basis vectors. Several authors combined
and improved these two compression approaches. Karni and
Gotsman [91] employed PCA and linear predictors (PCA+LP)
in order to further exploit dependencies between interpolation
coefficients for compression. Sattler et al. [92] applied the PCA
approach to clusters of vertex trajectories (CPCA) and obtain
even higher compression gains. Váša et al., [93] suggest using
trajectory based PCA in combination with EdgeBreaker mesh
traversal. PCA coefficients are predicted using the Parallelo-
gram Predictor, which yields lower entropy of residuals. This
method has been shown to work very well for high precision
meshes, where the number of vertices is much greater than
the number of frames. Recently, Amjoun and Strasser [94]
proposed an compression approach which applies the PCA ap-
proach to clusters of vertex trajectories, where trajectories were
previously represented in a local coordinate frame showing
significant gains compared to CPCA.

Guskov and Khodakovksy [95] employed WLs to encode
dynamic meshes. They first determine a consistent param-
eterization for all frames and subsequently, based on this
parameterization, they decorrelate each frame spatially using
WLs. Simple differential encoding is then applied in order to
exploit remaining temporal dependencies between WL coef-
ficients for compression. Briceno et al. introduced Geometry
Videos [88] that extend the concepts of geometry images to
dynamic meshes. A geometry video provides a technique to
handle an animated mesh like a video sequence. Recently,
Mamou et al., [96] introduced a novel technique for com-
pression of mesh animations based on a skinning animation
technique. They employ vertex clustering and use weighted
affine transforms in order to exploit inter and intra cluster
dependencies for compression.

Ibarria and Rossignac [97] presented 2003 a prediction
dominated vertex traversal based compression algorithm. They
applied a linear predictor which is based on the Parallelogram
Prediction Rule, to exploit local inter and intra frame coherence

Fig. 3. Distortion over bit rate for selected coders. A KG error below 0.15 can
be regarded as visually lossless.

between vertex locations. Jang et al., [98] proposed a com-
pression technique (AFX-IC) based on removing frames in a
dynamic mesh and replacing them by interpolated ones, which
are obtained by using remaining frames. Remaining frames are
encoded using a classical DPCM and entropy coding structure.
This coder is already part of the MPEG-4 standard. Müller et
al., [99] introduced a predictive octree-based motion-vector
clustering approach (D3DMC) for compression of dynamic
meshes. Octree-clustering is applied in order to group motion
vectors, which are calculated between subsequent frames,
assuming that motion vectors located in one cube or cluster
of the octree describe similar motion. Recently, a rate-distor-
tion optimized version of this approach (D3DMC-RD) was
presented in [100]. Different coding modes for compression
of single motion vectors and motion-vector clusters are in-
troduced. The procedure of octree-clustering is improved by
employing rate-distortion criteria for determining the optimal
mode and granularity of the octree, in order to compress all
motion vectors in the most efficient way. The authors show that
D3DMC-RD leads to significant gains compared to AFX-IC.
Stefanoski and Ostermann [101] presented a nonlinear predictor
for vertex traversal based compression improving the predic-
tion accuracy at high bit rates compared to linear predictors.
Recently, Stefanoski et al., [102], [103] introduced a layered
predictive approach supporting and exploiting spatial (SSLPC)
and spatio–temporal (STSLPC) scalability. Layers are defined
by employing patch-based mesh simplification techniques, and
a layer-wise predictor selection is applied in order to exploit
linear and nonlinear spatio–temporal dependencies between
layers and frames. They show that a layered configuration of
vertices improves the exploitation of spatio–temporal depen-
dencies for compression. Operational rate-distortion curves
are presented in Fig. 3 comparing these coders with PCA
and WL-based coders (progressive coders). Resulting curves
demonstrate the superiority of layered approaches SSLPC and
STSLPC. Currently, the layered approach of Stefanoski et al.,
shows the best compression performance at quality levels rel-
evant for applications when compared to other state-of-the-art
approaches. Furthermore, it provides the feature of spatial and
temporal scalability for free.
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C. Conclusions and Future Research Directions

The area of compression of static 3-D meshes has already
reached a high level of maturity, which is reflected in many pub-
lications and an already existing MPEG standard. Compression
of dynamic 3-D meshes is a young but nevertheless active and
prospective research area, which receives many impulses from
static mesh compression. Recently, MPEG started a new activity
on the specification of an improved standard for compression of
dynamic 3-D meshes.

Textured dynamic meshes, i.e., dynamic meshes with varying
texture information at each time-instance, are used for 3-D
video object representations. They allow a free-viewpoint rep-
resentation, as it is required for interactive 3DTV applications.
Only little attention has been paid so far to compression of dy-
namic meshes with time-varying texture information, pointing
out promising directions for future research.

IV. MULTIPLE DESCRIPTION CODING FOR 3DTV

In a typical scenario, compressed 3-D data content such as
multiview video or 3-D dynamic meshes has to be transmitted
over error-prone channels. Therefore, error resilience should be
utilized in order to ensure robust transmission. One of the most
promising approaches, specifying the error resilience as a joint
source-channel coding problem, is the MDC. MDC relies on
splitting the single data source into two or more independently
decodable bit streams, called descriptions, which are mutually
refining. At the decoder, the initial data source can be restored
with acceptable quality by any of these subsets while by re-
ceiving more descriptions higher fidelity up to perfect recon-
struction, is achieved. The cost of this operation is the insertion
of a certain amount of redundancy in the descriptions. Due to its
flexibility, MDC is considered a very robust and reliable tool for
information transmission and a variety of practical MDC algo-
rithms have been proposed for compression of images and video
sequences (cf. the overview papers [104] and [121] and the ref-
erences therein). In this section, we investigate its applicability
to 3-D visual data, such as multiview/stereo video and 3-D mesh
representations, through surveying relevant papers.

A. MDC of Single-View Visual Data

In many 3-D systems one of the views is completely coded
and transmitted while the other(s) is/are just predicted and dif-
ferential information, such as disparity, is coded and transmitted
as a side channel. Therefore, it is of crucial importance to en-
sure the best possible error-proof coding of the leading view.
Current attempts in standardizing multiview video compression
have been based on single-view prediction techniques, such as
h.264, modifying the prediction loop to include frames from
other views [see Section II–A3)].

1) MDC of Still Images: MDC is essentially about adding
controllable redundancy to the compressed image bit stream,
thus compromising between compression efficiency and
error protection. The redundancy can be added during any of
the stages of a classical compression scheme consisting of
(decorrelating) transform, transform coefficients scanning and
quantization and entropy coding.

Early approaches suggest introducing redundancy at the stage
of quantization, that is, the stage where the loss of information
happens for the sake of higher compression. In the case of scalar
quantization, two or more course scalar quantizers with overlap-
ping cells process the data to create multiple coarsely quantized
descriptions. Each of them is sufficient for reconstructing the
source with acceptable quality. If received together, they form
a finer quantization grid yielding a higher quality reconstruc-
tion. The fixed-rate quantization algorithm has been described
in [105], and then extended to entropy-constrained quantization
in [106]. Practical schemes working in DCT domain [111] or
in WL domain [112] have been developed. Scalar quantization
has been improved later by changing the geometry of the quan-
tization cells [107] and developing multiple description lattice
vector quantizers [109], [110].

Another group of algorithms operate in transform domain
rearranging the transform coefficients and utilizing their spatial
and scale positions in a way appropriate for creating redundant
descriptions. In a setting, where the image is decomposed in a
transform domain, and the transform coefficients are ordered
by their variances, a subsequent pairwise correlating transform
(PCT) has been suggested with a purpose to couple and correlate
them into pairs [113]. Thus, two descriptions are created and the
amount of correlation inserted allows for predicting the missing
coefficients, if one description is lost. Proper PCTs, both orthog-
onal and nonorthogonal have been designed in [113] and [114].
In another algorithm, WL coefficients have been subsampled
into polyphase components to create multiple descriptions out
of them [115]. In the case of block transforms, such as lapped
orthogonal transforms (LOT), multiple descriptions have been
generated by interleaving blocks of transform coefficients [116].
Algorithms, utilizing the coefficient structure of the SPIHT and
JPEG2000 imagecodershavebeendesignedaswell [117], [118].
Pyramidal-like algorithms, realizing the so so-called whitening
transforms have been proved quite effective, while working in
the low redundancy rate-distortion region [119], [120].

2) MDC of Video: Recent video coding standards employ
motion compensated prediction to efficiently remove the tem-
poral correlation in video sequences. Consequently, a typical
MDC for video has to address both the coding of prediction
errors and motion vectors. In addition, the synchronization be-
tween the coder and decoder has to be kept intact [121].

The motion compensated prediction combined with multiple
descriptions gives rise to a problem of mismatch between the
states of the encoder and decoder as loss of one description may
cause loss of synchronization. This problem can be solved ei-
ther by modeling all possible mismatches at the encoder side
and generating the corresponding extra prediction loops [122],
or by embedding the prediction in each description separately
[123], [124].

MDC techniques for motion vectors are based on an
overlapped block motion compensation, which generates a
smoother motion field than conventional block-based motion
compensators [125]. Blocks forming the so generated motion
fields are then partitioned into two or more coarser fields using
quincunx subsampling and are split between the two or more
descriptions [126]. Motion information can be treated also
by applying temporal subsampling, in an approach known as
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Fig. 4. MDC of stereoscopic video. (a) Spatial scaling. (b) Multistate.

video redundancy coding [127]. Temporally subsampled frame
sequences (threads) are processed in parallel thus becoming
independently decodable. To handle the synchronization issue,
in a fixed time the threads converge to a synch frame. Variants
of the video redundancy coding approach utilize second-order
motion predictors, taking both even and odd preceding frames
[128]. Yet another alternative in handling the temporal cor-
relation is to completely drop the motion estimation/motion
compensation stage. This is a reasoned approach in low-com-
plexity applications, where the motion estimation is replaced by
a decorrelating transform along the temporal axis and the en-
coder is then based on a 3-D block transform. Such an encoder
is advantageous in error resilience as it enjoys low redundancy
and no error propagation in the subsequent frames [129].

B. MDC of Multiview Video

MDC of multiview video employs ideas borrowed from
monoscopic video coding and combined with proper handling
of 3-D scene information, such as disparity. We review mainly
some recent methods developed for MDC of stereoscopic
video. Similar ideas can be easily extended to multiview video.

There are two theories studying the effects of unequal bit
allocation between left and right video sequences. The fusion
theory states that the total bit budget should be equally dis-
tributed between the two views, while the suppression theory
argues that the overall perception in a stereo-pair is determined
by the higher quality image [135], [136]. Experiments with
a stereoscopic video encoder have demonstrated that spatial
and spatiotemporal scaling provide acceptable perception
performance with a reduced bit rate [137]. These findings
have grounded the development of two MDC techniques for
stereoscopic video [138], both producing balanced descriptions
and ensuring stereoscopic video reconstruction in case of one
channel failure for the price of moderate coding redundancy.

In the first approach, two descriptions are formed by com-
bining a leading view (view with spatial resolution unchanged)
and a spatially scaled view [138]. Frames from the leading view
are predicted by only frames of the same view while frames
from the downscaled view are predicted by frames from the two
views, as illustrated in Fig. 4(a). In Description 1, the left view
is the leading view and the right view is the scaled one, while
in Description 2 it is vice versa. When both descriptions are re-
ceived, left and right view sequences are reconstructed in full
resolution. If one description is lost due to channel failures, the
reconstructed stereoscopic video pair gets one of the views with
lower spatial resolution, but it is still perceptually acceptable.
The other stereoscopic video MDC technique is based on tem-
poral subsampling (Fig. 4(b)) [138]. Odd frames of both left
and right sequences go to Description 1, while even frames
of both sequences go to Description 2. Motion compensated
prediction is performed separately in each description where
left frames are predicted from preceding left frames, and right
frames are predicted from preceding right frames or from the left
frames corresponding to the same time instant. If the decoder
receives both descriptions, the stereoscopic video sequence is
reconstructed with the original frame rate. If one description
is lost, the sequence is reconstructed with half the frame rate.
While this scheme does not allow adjusting the coding redun-
dancy, it reaches bit rates lower than simulcast coding bit rates.
It also introduces no mismatch between the states of the encoder
and decoder in case of description loss.

C. MDC of 3-D Meshes

A mesh description consists of geometry (vertex coordinates)
and connectivity (vertex adjacency), as described in Section III.
In an MDC setting, the connectivity should be coded in a loss-
less manner and included in each description. Lossy compres-
sion of geometry should be done is such a way as to generate
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independently decodable bit streams for each description so that
the precision of 3-D coordinate values is increased by receiving
any of the descriptions.

Depending on the principal idea employed, the MDC methods
for meshes can be summarized in the following categories:
partitioning vertex geometry [130], Multiple Description Scalar
quantization (MDSQ) [131], and partitioning wavelet zero-trees
[133]. In [130], multiple descriptions are generated by splitting
the mesh geometry into submeshes and including the connec-
tivity information, properly coded, e.g., by topological surgery,
in each description. In [131], multiple description scalar quanti-
zation (MDSQ) is applied to WL coefficients of a multiresolution
compression scheme. The obtained two sets of coefficients are
then independently compressed by the SPIHT coder [117]. In the
above two MDC schemes, descriptions are created by heuristic
methods and no optimum solutions are proposed for varying
network conditions. In [133], zero-trees obtained by progressive
geometry compression (PGC) algorithm [132] are split into sev-
eral sets and each set is independently coded (e.g., by SPIHT).
The coded sets are then partitioned into multiple descriptions in
such a way that each description contains a tree set coded with
higher bit rate and several redundant tree sets coded with lower
bit rates. Optimized procedures for grouping the WL trees into
sets, their partitioning among descriptions, and bit allocation
per set depending on the packet los rate have been developed in
[133]. In [134], an MDC scheme for packet-loss resilient coding
of 3-D geometry combines an unequal protection of embedded
coded bit stream with forward error correction (FEC) codes. The
embedded coded bit stream is obtained by compressing the 3-D
mesh by PGC making use of WL transform and SPIHT-based
zero-tree coding.

D. Conclusions and Future Research Directions

Multiple description coding is a promising approach for
error resilient 3-D video coding. As summarized in this section
several approaches are found in the literature for both mesh and
multiview coding. Future research may include studying the
performance of these algorithms on real communications chan-
nels, such as wireless channels or best-effort networks. Another
important issue requiring further research is the issue of video
quality assessment. Trivial objective quality measures, such as
PSNR, are not quite adequate to the human visual perception.
Therefore, new coding methods have been assessed through
extensive subjective tests. However, such tests are costly and
cannot be done in real time, when a perceptually-driven ob-
jective quality metric is expected to return a feedback to the
encoder. The design of such metrics is much more complicated
for the multiview case, where 3-D specific artifacts, such as loss
of disparity, keystone distortions, and inter-channel crosstalk,
are superimposed over the “traditional” 2-D artifacts, such
as blockiness, and blurriness. An early work, addressing this
problem, has shown quite promising results [139]. As far as
3-D geometry is concerned, optimization of the coarse mesh bit
allocation and partitioning coarsest mesh vertices into different
sets in order to further decrease the amount of redundancy is a
research area. More advanced channel model and packetization
strategy which better emulate the behavior of a real network
and tree grouping strategies should also be investigated.

V. WATERMARKING OF 3-D DATA

The utilization of 3-D information for the modeling and rep-
resentation of a real world scene brings copyright problems by
itself for the content providers [140]. 3-D watermarking is pro-
posed as a solution to the copyright problems of 3-D information
by means of embedding a secret imperceptible signal, called wa-
termark, into the main components of a 3-D representation and
extracting the watermark from the resulting components of a
scene after any applications.

Considering the dimensions of the main components of scene
representations and the resulting components after the applica-
tion of the algorithm, the watermarking methods in the literature
can be classified into three groups, which we denote as 3D/3D,
3D/2D, and 2D/2D. The first pair of symbols identifies whether
the watermark is embedded in the 3-D model or a 2-D rendering
of it, and similarly the second pair of symbols identifies whether
the watermark is detected in the 3-D model or a 2-D rendering.
The definitions and requirements of the corresponding water-
marking problems are different in each of the aforementioned
groups.

A. 3D/3D Watermarking

The first group, 3D/3-D watermarking, mostly focuses
on protection of the intellectual property rights of the 3-D
geometrical structure, which is the most significant part of
any scene [141]–[149]. The watermark is embedded into the
3-D geometric structure of an object used in a scene and tried
to be extracted from the 3-D geometry after any attacks on the
geometry (Fig. 5). These attacks might include rotation, trans-
lation, uniform scaling, polygon simplification, randomization
of points, mesh compression, remeshing, mesh smoothing
operations, cut operations, local transformations, global trans-
formations and other operations on the geometry that changes
the structure but preserving the visual quality in a desired level
[141]. Actually, such variety of attacks makes 3-D geometry
watermarking more challenging, compared to image and video
watermarking.

3-D geometry model watermarking has some specific prob-
lems due to its different type of representation, compared to
image and video signals. These problems can be briefly summa-
rized as problems in representation, synchronization, handling
and editing, robustness and imperceptibility [141], [142]. The
problems are summarized in Table II.

The methods on 3-D geometry watermarking can be divided
into two main groups based on the embedding domain of the wa-
termark: spatial-domain and transform-domain methods. Spa-
tial domain methods [141]–[145] embed the watermark directly
into the values of the geometric primitives. In general, most
of the methods in this group first extract perceptually signif-
icant geometric primitives from the model and then embed a
watermark into those primitives by using a specially proposed
method. The geometric primitives of a 3-D mesh used for wa-
termarking might be coordinates of a point, length of a line, area
of polygon, volume of a polyhedron, ratios of the areas of two
polygons, ratios of volumes of two polyhedrons, etc. [142].

The other group contains transform domain methods
[146]–[149], where a 3-D object is decomposed into subsig-
nals by applying a 3-D geometry based transformation, such
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Fig. 5. General scheme for 3-D geometry watermarking (model taken from Stanford 3-D Scanning Repository [154]).

TABLE II
PROBLEMS IN 3-D GEOMETRY WATERMARKING COMPARED TO THE IMAGE AND VIDEO WATERMARKING

as WL transform or mesh spectral analysis. In this group of
methods, after applying the transformation to the mesh model,
watermark is embedded to the resulting transform coefficients.
Compared to the spatial domain methods, transform domain
methods generally satisfy the trade off between imperceptibility
and robustness in a more reliable manner, since the applied
transformation mostly separates the perceptually significant
and insignificant part of a 3-D model. A brief comparison
between the two categories of geometry watermarking methods
is presented in Table III.

B. 3D/2D Watermarking

The second group, 3D/2D watermarking, aims to extract the
watermark that was originally hidden in the 3-D object, from
the resulting images or videos (obtained after projection of 3-D

TABLE III
COMPARISONS BETWEEN TWO DIFFERENT CATEGORIES IN

3-D GEOMETRY WATERMARKING

object into 2-D image planes), thus protecting any visual repre-
sentation of the object. The watermark can be both embedded
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Fig. 6. Watermarking problem for Image-based Rendering.

to the geometry or the texture of the object [150], [151]. The at-
tacks on the texture, not only include the operations on the tex-
ture of the object, such as subsampling, JPEG compression or
malicious attacks, but also involve modifications in texture map-
ping or distortions in the geometrical descriptions of the object
[150]. Therefore, the problem is much more complicated com-
pared to 3D/3D watermarking.

In the literature, there are only a few methods for 3D/2D wa-
termarking. The method in [150] embeds the watermark into
the texture information of a 3-D object. Watermark detection
consists of extracting the watermark from the recovered texture
by using the 2-D projections (images) of the object. The main
problem in 3D/2D watermarking is the estimation of the per-
spective projection between the original 3-D object and a given
2-D projection in order to recover the original texture from a
given 2-D projection. The proposed method in [150] assumes
that the original 3-D object is available in the watermark de-
tector and proposes an estimation method in order to find the
perspective projection.

C. 2D/2D Watermarking

The final group [152], 2D/2D watermarking, try to protect the
image-based representation of a 3-D scene. While the first two
groups try to protect the intellectual property rights for the two
important components of a traditional representation of a 3-D
scene, geometry and texture, the third group approaches to this
problem, by watermarking sequences of images, which repre-
sent the 2-D projections of the same 3-D scene, and extracting
the watermark from any 2-D rendered image, generated for an
arbitrary angle of the scene via these sequences.

An application of this category should be expected in the
copyright protection of multiview video content in emerging
new technologies such as free view televisions (FTV) where
the TV-viewers freely select the viewing position and angle
for the transmitted multiview video. Noting that a TV-viewer
might also record a personal video from the arbitrarily selected
views and misuse this content, it is apparent that copyright prob-
lems also exist and should be solved for multiview video. How-
ever, the problem is more complicated compared to conven-
tional single-view video watermarking.

First of all, concerning with the robustness requirement, the
watermark should not only be resistant to common video pro-
cessing and multiview video processing operations, it should

also be extracted from a rendered video frame of an arbitrary
view (see Fig. 6). In order to extract the watermark from such a
rendered view, the watermark detection scheme should involve
an estimation procedure for the camera position and orientation
of the underlying recorded 3-D content. In addition, the water-
mark should also withstand image-based rendering operations,
such as frame interpolation between neighboring cameras and
pixel interpolation in camera pictures.

The only representative of 2D/2D watermarking is proposed
in [152] for scenes where the rendered view is generated by
using light field rendering [153]. The method embeds the same
watermark into each view of an object and extracts the water-
mark from any virtual view of the object. However, method
[152] assumes that original watermarked views are available
during watermark extraction, in order to estimate the position
and rotation of a virtual camera by considering the light field
rendering operations during the generation of a virtual view.

D. Conclusion and Future Research Directions

There is a strong necessity for developing techniques, which
protect the ownership rights of the original 3-D data, as well
as prevent unauthorized duplication or tampering. Most of the
techniques in the literature belong to 3D/3D watermarking
group. On the other hand, 3D/2D and 2D/2D watermarking
receives less attention. However, once a 3-D model is used in
synthetic video within applications, such as computer generated
animations, virtual/augmented reality or any kind of simulators,
the projection of the 3-D model has more importance compared
to the 3-D model itself. In addition, considering the increased
research and progress in the virtual view synthesis and its
applications, such as free-view TV and 3-D TV in the recent
years, the aforementioned scenarios of 3D/2D and 2D/2D
watermarking should become more significant for the copy
right protection of 3-D representations.

VI. GENERAL SUMMARY AND CONCLUSION

3DTV systems and applications have gained significant atten-
tion in research and development recently. Technology for the
whole media processing chain from capture to display is mat-
urating, enabling the development of significant markets in the
near future. This paper gives an overview of the state-of-the-art
in coding and protection of 3DTV content. In general, efficient
algorithms for compression of different types of 3-D content are
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available, as well as related international standards enabling in-
teroperability of systems and services. However, since 3DTV
is a relatively young research area compared to other types of
media, there is still a lot of room for improvement. This includes
optimization of algorithms, efficient implementation, integra-
tion into complete 3DTV systems, as well as development of
completely new components and technology. Some data types
related to 3DTV are not or not sufficiently supported yet.

Compression of pixel-type data such as stereo video, multi-
view video, and associated depth and disparity has reached a
good level of maturity, but there is still a lot of room for im-
provement. Compression of static meshes is already a well-es-
tablished research area. On the other hand, compression of dy-
namic 3-D meshes is a young and prospective area of research
showing a high level of activity in the last few years. Error re-
silience for and MDC of 3DTV data is still a pioneering research
area, as well as intellectual property protection for instance by
watermarking.

In conclusion, after decades 3DTV is ready to enter ev-
eryone’s daily life, as far as coding is concerned. However, this
research area is still in its infancy and there is a lot of work to
be done during the next years.
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