


R :;J’Y$;+“&+~; ‘,‘I 
xiccs using the Integrated Services 
Digital Network (ISDN) [3], 
CCITT (International Telegraph 
and Telephone Consultative Com- 
mit&x) Study Group XV estab- 
lished a Specialist Group on Coding 
for Visual Telephony in 1984 with 
the objective of recommending a 
video coding standard for transmis- 
sion at m x 384 kbit/s (m = 1,2, 
, 5). Later in the study period, 
standardization at n x 64 kbitis 
(n = l,2, , 5) was also consid- 
ered. Wtth new discoveries in video 
coding techniques, it became clear 
that a single standard, p x 64 kbit/s 
(p = 1.2, , 3O), can cover the 
entire ISDN channel capacity. 
After more than five years of inten- 
sive deliberation, CCITT Recom- 
mendation H.261, Video Codec for 
Audiovisual Services at p x 64 kbiti 
s, was completed and approved in 
December 1990 [I, 7, g-111. A 
slightly modified version of this 
Recommendation was also adopted 
for use in North America [Z], 

The intended applications of this 
international standard are for vid- 
eophone and videoconferencing. 
Therefore, the recommended 
video coding algorithm has to be 
able to operate in real time with 
minimum delay. Fore = I 012, due 
to severely limited available bit rate, 
only desktop face-to-face visual 
communication (often referred to 
as videophone) is appropriate. For 
p z 6, due to the additional avail- 
able bit rate, more complex pictures 
can be transmitted with better qual- 
ity. This is, therefore, more suitable 
for videoconferencing. This article 
presents a brief overview of the 
H.261 video coding algorithm. 
Additional information related to 
this article can be found in [4] and 

[l21. 

Video Format 
The CCITT has adopted the Com- 
mon Intermediate Format (CIF) 
and Quarter-CIF (QCIF) as the 
video formats for visual telephony. 
The parameters for these formats 
are listed in Table I. All codecs 
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must be able to operate with QCIF. 
Use of CIF is optional. The maxi- 
mum picture rate for both formats 
is 3000011001 (approximately 
29.97) frames per second with the 
provision that either I, 2, or 3 
frames may be dropped at an en- 
coder between transmitted frames. 

The uncompressed bit rates for 
transmitting CIF and QCIF at 
29.97 frames/xc are 36.45 and 
9.1 I5 Mhztir respectively. A great 
deal of bit-rate reduction is re- 

quired to transport these video sig- 
nals using ISDN channels (p X 64 
k&t/~, p = I, 2, , 30). The choice 
of CIF or QCIF depends on the 
availability of channel capacity. For 
p = I or 2, QCIF is normally used 
for desktop videophone applica- 
tions. Even with QCIF operated at 
10 frames per second, a bit-rate 
reduction of approximately 47.5 to 
I is needed to transport that signal 
“sing a 64 khztls channel. This is a” 
extremely difficult task to achieve. 

Parameters for CCllr video FOrmatS I 

I CIF OCIF I 

Lines/Frame Pixels/Line Lines/Frame Pixels/Line 1 

Luminance in 288 
Chrominance CC,) 144 
Chrominance CC,) Ma 

360 (3521 144 180 1176) 
180 (1761 72 90 la81 
180 (1761 72 90 1881 

X -Luminance 0 - Chromlnance 

COmDOSitlOn Of a MaCrO BlOCk 



For p 2 6, CIF may be used since (COBS), Macro Blocks (MB), and 
there are more bits available to code Blocks. The composition of a 
a picture. Due to its increased reso- Macro Block is shown in Figure 1. 
lution, CIF is more appropriate for Each Macro Block is composed of 
videoconferencing applications. four 8 x 8 luminance (I’) Blocks 

For the video coding algorithm and two 8 x 8 chrominance (C, 
recommended by the CCITT, the and C,) Blocks. A Group of Blocks 

CIF and QCIF are divided into a is composed of 3 X II Macro 

hierarchical block structure consist- Blocks. A QCIF Picture has 3 GOBS 
ing of Pictures, Groups of Blocks while CIF has four times that num- 

ber. ‘l’his clahoratc hierarchical 
block structure is essential for the 
high-compression video coding al- 
gorithm which will be briefly de- 
scribed in the following section. 

To video 
- multiplex 

coder 

Block Diagram Of the Source Coder 

Picture 
Picture Header GOBdata en* : ‘. GOB data Layer 

-----------.-...__________ _ 
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Block Layer 

------------_____________ 

0 AXed Lengnl Code 
MB Header Blodcdata *-= :.. .:. 
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Blod(data. Block Layer 
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m Variable Length code I -----_____ 
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BlO& 
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,, Simplified ~~ata structure of the Video MultiPlex Coder 
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Comparison of PiCture Ouallty 
ca, Original 
(bl Coded Picture-Format: OCIF. frame rate: 15. bit rate 6a kbit/s 
6~) Coded Picture-Format: CIF. frame rate: 10. bit rate: 64 kblVs 
(dl Coded Picture-Format: CIF. frame rate: 15. bit rate 320 kblVs 
lel coded Picture-Format: CIF. frame rate: 30. bit rate: 1472 kbivs 

Video Coding Algorithm 
The basic objective of video coding 
is to reduce the bit rate by removing 
redundant information. There are 
two major categories of coding 
schemes, i.e., source coding and 
entropy coding. Source coding 
deals with source material and 
yields results which are lossy, i.e., 

picture quality is degraded. Source 
coding can be further divided into 
intraframe and interframe coding. 
Intraframe coding is used for the 
first picture and for later pictures 
after a change of scene. Interframe 
coding is for sequences of similar 
pictures, including those containing 

moving objects. Intraframe coding 
removes only the spatial redun- 
dancy within a picture, whereas in- 
terframe coding removes also the 
temporal redundancy between pic- 
tures. Entropy coding achieves hit- 
rate reduction by using the statisti- 
cal properties of the signals and, in 
theory, is lossless. The CCITT 

H.261 video coding algorithm uses 
both the intraframe and interframe 
coding schemes. 

A block diagram of the CCITT 
H.261 source encoder is shown in 
Figure 2. It is a hybrid of DCT (Dis- 
crete Cosine Transform) and 

DPCM (Differential Pulse Code 
Modulation) schemes with motion 
estimation [6, 81. In intraframe 
mode, the DPCM is not operative. 
Every 8 x 8 block in a picture 

frame is transformed into DCT 
coefticients, linearly quantized, and 
then sent to the video multiplex 
coder. The same picture frame is 
also recovered (through the inverse 
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quantirer and inverse transform) 
and stored in the picture memory 
for interframe coding. 

During the interframe coding 
mode, the DPCM is in operation. 
The prediction is based on motion 
estimation by comparing every 
Macro Block (luminance only) of 
the current frame with the Macro 
Blocks in the neighborhood of the 
corresponding Macro Block in the 
previous frame. If the difference 

between the current and the pre- 
dicted Macro Blocks is less than a 
certain threshold, no data is trans- 
formed for that Macro Block. 
Otherwise, the difference is DCT 
transformed, linearly quantized, 
and then sent to the video multi- 
plex coder together with motion 
vector information. A loop filter 
can be switched on and off to im- 

prove picture quality by removing 
high-frequency noise when needed. 
The step size of the linear quantizer 
can be adjusted depending on the 
fullness of the transmission buffer 
of an encoder. When the transmis- 
sion buffer is close to full, the step 
size will be increased so that less in- 

formation needs to be coded. This, 
of course, will result in a degraded 
picture. On the other hand, the 
step size will be decreased to im- 
prove picture quality when the 
transmission buffer is not full. 

To further increase coding efti- 
ciency, variable word-length en- 

tropy coding is used in the video 
multiplex coder which immediately 

follows the source coder. There are 
live variable word-length coding 
tables for the quantized DCT coef- 

ficients and various side intorma- 
tion. The output of the video multi- 

plex coder is sent to a transmission 
buffer, which regulates the flow of 
video information to a constant hit 
rate by controlling the step size of 
the linear quantizer. 

video Data Structure 
One of the most important aspects 
of a video coding standard is to de- 

fine a data structure so that a de- 
coder can decode the received bit 

stream without any ambiguity. A 
simplified hierarchical structure 
with four layers of video data is 
shown in Figure 3. 

Data for each picture consists of 
a picture header followed by data 
for GOBS. The picture header in- 
cludes a 20.bit picture start code 
and other information such as 
video format (CIF or QCIF), tem- 
poral reference (frame number), 
etc. 

The GOB layer consists of a 
GOB header followed by data for 
MBs. The GOB header includes a 
l&bit GOB start code and other 
information such as the position of 
the GOB, and quantizer informa- 
tion for the GOB until overridden 
by any subsequent MB quantirer 
information, etc. 

The MB layer consists of an MB 
header followed by data for Blocks. 

The MB header includes a variable 

length code (VLC) for the MB ad- 
dress. It is followed by a VLC for 
MB type indicating whether it is 
intraframe or interframe, with or 
without motion estimation and/or 
loop filter. Depending on a particu- 
lar MB type, various combinations 
of video side information may fol- 
low. When motion estimation is ac- 
curate to within a given specifica- 

tion, no block data for DCT 
coefficients needs to be transmit- 
ted. It should also be noted that not 
every MB in a GOB needs to be 



transmitted if it contains no infor- 
mation for that part of the picture. 

The Block layer contains the 
DCT coefficients (TCOEFF) of a 

block followed by a fixed-length 
code, EOB, to indicate the end of a 
block. The coefficients are coded 
using a two-dimensional VLC. Not 
every block in an MB needs to be 
transmitted. 

Comparison of Picture 0ualit-y 
The CClTT H.261 video coding 
algorithm covers a wide range of bit 

rates for various real-time visual 
applications. The picture quality as 
well as motion effect varies depend- 
ing on the bit rate used. While it is 
difficult to demonstrate motion ef- 
fect in printed form, image quality 
can be roughly compared at a par- 
ticular frame of a video sequence 
for CIF and QCIF at various bit 
rates. 

Figure 4 shows the original and 
coded pictures under various con- 
ditions. The 115th frame of the 
“Salesman” test sequence was used 
for illustration. Clearly, the picture 
quality improves as the bit rate in- 
creases. Additional post-processing 
can be used to further improve pic- 

ture quality. However, this is not a 
part of the standard and can be 
implemented in many different 
ways by codec manufacturers. 

Conclusion 
A brief overview of CCITT Recom- 
mendation H.261, Video Codec for 
Audiovisual Services at p x 64 kbiti 
s, has been presented. The recom- 
mended video coding algorithm 

has been fully tested with experi- 
mental prototypes constructed by 
various organizations involved in 
the standardization process. VLSI 
implementation of several key sig- 
nal processing modules, such as 
DCT, motion estimation, and vari- 
able length codec, have already 
appeared in the market [5]. It is 

expected that the cost of such a 
codec will drop significantly in the 
near future. 

A similar video coding standard 
for multimedia applications at 
about 1.5 Mbitis has been recently 
approved by the Moving Picture 

Expert Group of the International 
Standards Organization [4]. Al- 
though the two standards are not 
compatible, many of the key signal 

processing modules mentioned in 
this article are used in both stan- 

dards. Consequently, the cost ot 
these signal processing modules will 
drop even further due to increased 
volume. 

Providing a ubiquitous p x 64 
kbit/s audiovisual service requires 
the following four essential ingredi- 
ents: the availability of worldwide 

ISDN; advanced video compression 
techniques; low-cost VLSI technol- 
ogy; and an international video 
coding standard. It appears that all 
of these ingredients are present 
today and visual telephony using 
ISDN will soon become a reality. 
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