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 Abstract—The compression capability of several generations 

of video coding standards is compared by means of PSNR and 

subjective testing results. A unified approach is applied to the 

analysis of designs including H.262/MPEG-2 Video, H.263, 

MPEG-4 Visual, H.264/MPEG-4 AVC, and HEVC. The results of 

subjective tests for WVGA and HD sequences indicate that 

HEVC encoders can achieve equivalent subjective reproduction 

quality as encoders that conform to H.264/MPEG-4 AVC when 

using approximately 50% less bit rate on average. The HEVC 

design is shown to be especially effective for low bit rates, high-

resolution video content, and low-delay communication applica-

tions. The measured subjective improvement somewhat exceeds 

the improvement measured by the PSNR metric. 

 
Index Terms—Video compression, standards, HEVC, JCT-VC, 

MPEG, VCEG, H.264, MPEG-4, AVC. 

I. INTRODUCTION 

HE primary goal of most digital video coding standards 

has been to optimize coding efficiency. Coding efficiency 

is the ability to minimize the bit rate necessary for representa-

tion of video content to reach a given level of video quality – 

or, as alternatively formulated, to maximize the video quality 

achievable within a given available bit rate. 

The goal of this paper is to analyze the coding efficiency 

that can be achieved by use of the emerging high-efficiency 

video coding (HEVC) standard [1][2][3][4], relative to the 

coding efficiency characteristics of its major predecessors 

including H.262/MPEG-2 Video [5][6][7], H.263 [8], 

MPEG-4 Visual [9], and H.264/MPEG-4 AVC [10][11][12]. 

When designing a video coding standard for broad use, the 

standard is designed in order to give the developers of encod-

ers and decoders as much freedom as possible to customize 
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their implementations. This freedom is essential to enable a 

standard to be adapted to a wide variety of platform architec-

tures, application environments, and computing resource con-

straints. This freedom is constrained by the need to achieve 

interoperability – i.e., to ensure that a video signal encoded by 

each vendor’s products can be reliably decoded by others. 

This is ordinarily achieved by limiting the scope of the stand-

ard to two areas (cp. Fig. 1 in [11]): 

1) Specifying the format of the data to be produced by a 

conforming encoder and constraining some characteristics 

of that data (such as its maximum bit rate and maximum 

frame rate), without specifying any aspects of how an en-

coder would process input video to produce the encoded 

data (leaving all pre-processing and algorithmic decision-

making processes outside the scope of the standard), and 

2) Specifying (or bounding the approximation of) the decod-

ed results to be produced by a conforming decoder in re-

sponse to a complete and error-free input from a conform-

ing encoder, prior to any further operations to be per-

formed on the decoded video (providing substantial free-

dom over the internal processing steps of the decoding 

process and leaving all post-processing, loss/error recov-

ery, and display processing outside the scope as well). 

This intentional limitation of scope complicates the analysis 

of coding efficiency for video coding standards, as most of the 

elements that affect the end-to-end quality characteristics are 

outside the scope of the standard. In this work, the emerging 

HEVC design is analyzed using a systematic approach that is 

largely similar in spirit to that previously applied to analysis of 

the first version of H.264/MPEG-4 AVC in [13]. A major 

emphasis in this analysis is the application of a disciplined and 

uniform approach for optimization of each of the video encod-

ers. Additionally, a greater emphasis is placed on subjective 

video quality analysis than what was applied in [13], as the 

most important measure of video quality is the subjective 

perception of quality as experienced by human observers. 

The paper is organized as follows: Section II briefly de-

scribes the syntax features of the investigated video coding 

standards and highlights the main coding tools that contribute 

to the coding efficiency improvement from one standard gen-

eration to the next. The uniform encoding approach that is 

used for all standards discussed in this paper is described in 

section III. In section IV, the current performance of the 
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HEVC reference implementation is investigated in terms of 

tool-wise analysis, and in comparison to previous standards, as 

assessed by objective quality measurement (particularly 

PSNR). Section V provides results of the subjective quality 

testing of HEVC in comparison to the previous best-

performing standard, H.264/MPEG-4 AVC. 

II. SYNTAX OVERVIEW 

The basic design of all major video coding standards since 

H.261 (in 1990) [14] follows the so-called block-based hybrid 

video coding approach. Each block of a picture is either intra-

picture coded (a.k.a. coded in an “intra” coding mode), with-

out referring to other pictures of the video sequence, or it is 

temporally predicted (i.e. inter-picture coded, a.k.a. coded in 

an “inter” coding mode), where the prediction signal is formed 

by a displaced block of an already coded picture. The latter 

technique is also referred to as motion-compensated prediction 

and represents the key concept for utilizing the large amount 

of temporal redundancy in video sequences. The prediction 

error signal (or the complete intra coded block) is processed 

using transform coding for exploiting spatial redundancy. The 

transform coefficients that are obtained by applying a decorre-

lating (linear or approximately linear) transform to the input 

signal are quantized and then entropy coded together with side 

information such as coding modes and motion parameters. 

Although all considered standards follow the same basic de-

sign, they differ in various aspects, which finally results in a 

significantly improved coding efficiency from one generation 

of standard to the next. In the following, we provide an over-

view of the main syntax features for the considered standards. 

The description is limited to coding tools for progressive-scan 

video that are relevant for the comparison in this paper. For 

further details, the reader is referred to the draft HEVC stand-

ard [4], the prior standards [5][8][9][10], and corresponding 

books [6][7][15] and overview articles [3][11][12]. 

In order to specify conformance points facilitating interop-

erability for different application areas, each standard defines 

particular profiles. A profile specifies a set of coding tools that 

can be employed in generating conforming bitstreams. We 

concentrate on the profiles that provide the best coding effi-

ciency for progressive-scanned 8-bit-per-sample video with 

the 4:2:0 chroma sampling format, as the encoding of inter-

laced-scan video, high bit depths, and non-4:2:0 material is not 

in the central focus of the HEVC project for developing the 

first version of the standard. 

A. ITU-T Rec. H.262 | ISO/IEC 13818-2 (MPEG-2 Video) 

H.262/MPEG-2 Video [5] was developed as an official joint 

project of ITU-T and ISO/IEC JTC 1. It was finalized in 1994 

and is still widely used for digital television and the DVD-

video optical disc format. Similarly as for its predecessors 

H.261 [14] and MPEG-1 Video [16], each picture of a video 

sequence is partitioned into macroblocks, which consist of a 

16×16 luma block and, in the 4:2:0 chroma sampling format, 

two associated 8×8 chroma blocks. The standard defines three 

picture types: I, P, and B pictures. I and P pictures are always 

coded in display/output order. In I pictures, all macroblocks 

are coded in intra coding mode, without referencing other 

pictures in the video sequence. A macroblock (MB) in a P 

picture can be either transmitted in intra or in inter mode. For 

the inter mode, the last previously coded I or P picture is used 

as reference picture. The displacement of an inter MB in a P 

picture relative to the reference picture is specified by a half-

sample precision motion vector. The prediction signal at half-

sample locations is obtained by bi-linear interpolation. In 

general, the motion vector is differentially coded using the 

motion vector of the MB to the left as a predictor. The stand-

ard includes syntax features that allow a particularly efficient 

signaling of zero-valued motion vectors. In H.262/MPEG-2 

Video, B pictures have the property that they are coded after, 

but displayed before the previously coded I or P picture. For a 

B picture, two reference pictures can be employed: the I/P 

picture that precedes the B picture in display order and the I/P 

picture that succeeds it. When only one motion vector is used 

for motion compensation of a MB, the chosen reference pic-

ture is indicated by the coding mode. B pictures also provide 

an additional coding mode, for which the prediction signal is 

obtained by averaging prediction signals from both reference 

pictures. For this mode, which is referred to as the bi-

prediction or bi-directional prediction mode, two motion vec-

tors are transmitted. Consecutive runs of inter MBs in B pic-

tures that use the same motion parameters as the MB to their 

left and do not include a prediction error signal can be indicat-

ed by a particularly efficient syntax. 

For transform coding of intra MBs and the prediction errors 

of inter MBs, a DCT is applied to blocks of 8×8 samples. The 

DCT coefficients are represented using a scalar quantizer. For 

intra MBs, the reconstruction values are uniformly distributed, 

while for inter MBs, the distance between zero and the first 

non-zero reconstruction values is increased to three halves of 

the quantization step size. The intra DC coefficients are differ-

entially coded using the intra DC coefficient of the block to 

their left (if available) as their predicted value. For perceptual 

optimization, the standard supports the usage of quantization 

weighting matrices, by which effectively different quantiza-

tion step sizes can be used for different transform coefficient 

frequencies. The transform coefficients of a block are scanned 

in a zig-zag manner and transmitted using two-dimensional 

run-level variable-length coding (VLC). Two VLC tables are 

specified for quantized transform coefficients (a.k.a. “levels”). 

One table is used for inter MBs. For intra MBs, the employed 

table can be selected at the picture level. 

The most widely implemented profile of H.262/MPEG-2 

Video is the Main Profile. It supports video coding with the 

4:2:0 chroma sampling format and includes all tools that sig-

nificantly contribute to coding efficiency. The Main Profile is 

used for the comparisons in this paper. 

B. ITU-T Recommendation H.263 

The first version of ITU-T Rec. H.263 [8] defines syntax 

features that are very similar to those of H.262/MPEG-2 Vid-

eo, but it includes some changes that make it more efficient 

for low-delay low bit rate coding. The coding of motion vec-

tors has been improved by using the component-wise median 

of the motion vectors of three neighboring previously decoded 

blocks as the motion vector predictor. The transform coeffi-
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cient levels are coded using a three-dimensional run-level-last 

VLC, with tables optimized for lower bit rates. The first ver-

sion of H.263 contains four annexes (annexes D through G) 

that specify additional coding options, among which annexes 

D and F are frequently used for improving coding efficiency. 

The usage of annex D allows motion vectors to point outside 

the reference picture, a key feature that is not permitted in 

H.262/MPEG-2 Video. Annex F introduces a coding mode for 

P pictures, the inter 8×8 mode, in which four motion vectors 

are transmitted for a MB, each for an 8×8 sub-block. It further 

specifies the usage of overlapped block motion compensation. 

The second and third versions of H.263, which are often 

called H.263+ and H.263++, respectively, add several optional 

coding features in the form of annexes. Annex I improves the 

intra coding by supporting a prediction of intra AC coeffi-

cients, defining alternative scan patterns for horizontally and 

vertically predicted blocks, and adding a specialized quantiza-

tion and VLC for intra coefficients. Annex J specifies a 

deblocking filter that is applied inside the motion compensa-

tion loop. Annex O adds scalability support, which includes a 

specification of B pictures roughly similar to those in 

H.262/MPEG-2 Video. Some limitations of version 1 in terms 

of quantization are removed by annex T, which also improves 

the chroma fidelity by specifying a smaller quantization step 

size for chroma coefficients than for luma coefficients. An-

nex U introduces the concept of multiple reference pictures. 

With this feature, motion-compensated prediction is not re-

stricted to use just the last decoded I/P picture (or, for coded B 

pictures using annex O, the last two I/P pictures) as a refer-

ence picture. Instead, multiple decoded reference pictures are 

inserted into a picture buffer and can be used for inter predic-

tion. For each motion vector, a reference picture index is 

transmitted, which indicates the employed reference picture 

for the corresponding block. The other annexes in H.263+ and 

H.263++ mainly provide additional functionalities such as the 

specification of features for improved error resilience. 

The H.263 profiles that provide the best coding efficiency 

are the Conversational High Compression (CHC) profile and 

the High Latency Profile (HLP). The CHC profile includes 

most of the optional features (annexes D, F, I, J, T, and U) that 

provide enhanced coding efficiency for low-delay applica-

tions. The High Latency Profile adds the support of B pictures 

(as defined in annex O) to the coding efficiency tools of the 

CHC profile and is targeted for applications that allow a high-

er coding delay. 

C. ISO/IEC 14496-2 (MPEG-4 Visual) 

MPEG-4 Visual [9], a.k.a. Part 2 of the MPEG-4 suite is 

backward-compatible to H.263 in the sense that each conform-

ing MPEG-4 decoder must be capable of decoding H.263 

Baseline bitstreams (i.e. bitstreams that use no H.263 optional 

annex features). Similarly as for annex F in H.263, the inter 

prediction in MPEG-4 can be done with 16×16 or 8×8 blocks. 

While the first version of MPEG-4 only supports motion com-

pensation with half-sample precision motion vectors and bi-

linear interpolation (similar to H.262/MPEG-2 Video and 

H.263), version 2 added support for quarter-sample precision 

motion vectors. The luma prediction signal at half-sample 

locations is generated using an 8-tap interpolation filter. For 

generating the quarter-sample positions, bi-linear interpolation 

of the integer- and half-sample positions is used. The chroma 

prediction signal is generated by bi-linear interpolation. Mo-

tion vectors are differentially coded using a component-wise 

median prediction and are allowed to point outside the refer-

ence picture. MPEG-4 Visual supports B pictures (in some 

profiles), but it does not support the feature of multiple refer-

ence pictures (except on a slice basis for loss resilience pur-

poses) and it does not specify a deblocking filter inside the 

motion compensation loop. 

The transform coding in MPEG-4 is basically similar to that 

of H.262/MPEG-2 Video and H.263. However, two different 

quantization methods are supported. The first quantization 

method, which is sometimes referred to as MPEG-style quan-

tization, supports quantization weighting matrices similarly to 

H.262/MPEG-2 Video. With the second quantization method, 

which is called H.263-style quantization, the same quantiza-

tion step size is used for all transform coefficients with the 

exception of the DC coefficient in intra blocks. The transform 

coefficient levels are coded using a three-dimensional run-

level-last code as in H.263. Similarly as in annex I of H.263, 

MPEG-4 Visual also supports the prediction of AC coeffi-

cients in intra blocks as well as alternative scan patterns for 

horizontally and vertically predicted intra blocks and the usage 

of a separate VLC table for intra coefficients. 

For the comparisons in this paper, we used the Advanced 

Simple Profile (ASP) of MPEG-4 Visual, which includes all 

relevant coding tools. We generally enabled quarter-sample 

precision motion vectors. MPEG-4 ASP additionally includes 

global motion compensation. Due to the limited benefits expe-

rienced in practice and the complexity and general difficulty 

of estimating global motion fields suitable for improving the 

coding efficiency, this feature is rarely supported in encoder 

implementations and is also not used in our comparison. 

D. ITU-T Rec. H.264 | ISO/IEC 14496-10 (MPEG-4 AVC) 

H.264/MPEG-4 AVC [10][12] is the second video coding 

standard that was jointly developed by ITU-T VCEG and 

ISO/IEC MPEG. It still uses the concept of 16×16 macro-

blocks, but contains many additional features. One of the most 

obvious differences from older standards is its increased flexi-

bility for inter coding. For the purpose of motion-compensated 

prediction, a macroblock can be partitioned into square and 

rectangular block shapes with sizes ranging from 4×4 to 

16×16 luma samples. H.264/MPEG-4 AVC also supports 

multiple reference pictures. Similarly to annex U of H.263, 

motion vectors are associated with a reference picture index 

for specifying the employed reference picture. The motion 

vectors are transmitted using quarter-sample precision relative 

to the luma sampling grid. Luma prediction values at half-

sample locations are generated using a 6-tap interpolation 

filter and prediction values at quarter-sample locations are 

obtained by averaging two values at integer- and half-sample 

positions. Weighted prediction can be applied using a scaling 

and offset of the prediction signal. For the chroma compo-

nents, a bi-linear interpolation is applied. In general, motion 

vectors are predicted by the component-wise median of the 
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motion vectors of three neighboring previously decoded 

blocks. For 16×8 and 8×16 blocks, the predictor is given by 

the motion vector of a single already decoded neighboring 

block, where the chosen neighboring block depends on the 

location of the block inside a macroblock. In contrast to prior 

coding standards, the concept of B pictures is generalized and 

the picture coding type is decoupled from the coding order and 

the usage as a reference picture. Instead of I, P, and B pictures, 

the standard actually specifies I, P, and B slices. A picture can 

contain slices of different types and a picture can be used as a 

reference for inter prediction of subsequent pictures inde-

pendently of its slice coding types. This generalization al-

lowed the usage of prediction structures such as hierarchical B 

pictures [17] that show improved coding efficiency compared 

to the IBBP coding typically used for H.262/MPEG-2 Video. 

H.264/MPEG-4 AVC also includes a modified design for 

intra coding. While in previous standards some of the DCT 

coefficients can be predicted from neighboring intra blocks, 

the intra prediction in H.264/MPEG-4 AVC is done in the 

spatial domain by referring to neighboring samples of previ-

ously decoded blocks. The luma signal of a macroblock can be 

either predicted as a single 16×16 block or it can be parti-

tioned into 4×4 or 8×8 blocks with each block being predicted 

separately. For 4×4 and 8×8 blocks, nine prediction modes 

specifying different prediction directions are supported. In the 

intra 16×16 mode and for the chroma components, four intra 

prediction modes are specified. 

For transform coding, H.264/MPEG-4 AVC specifies a 4×4 

and an 8×8 transform. While chroma blocks are always coded 

using the 4×4 transform, the transform size for the luma com-

ponent can be selected on a macroblock basis. For intra MBs, 

the transform size is coupled to the employed intra prediction 

block size. An additional 2×2 Hadamard transform is applied 

to the four DC coefficients of each chroma component. For the 

intra 16×16 mode, a similar second-level Hadamard transform 

is also applied to the 4×4 DC coefficients of the luma signal. 

In contrast to previous standards, the inverse transforms are 

specified by exact integer operations, so that, in error-free 

environments, the reconstructed pictures in the encoder and 

decoder are always exactly the same. The transform coeffi-

cients are represented using a uniform reconstruction quantiz-

er, i.e., without the extra-wide dead-zone that is found in older 

standards. Similar to H.262/MPEG-2 Video and MPEG-4 

Visual, H.264/MPEG-4 AVC also supports the usage of quan-

tization weighting matrices. The transform coefficient levels 

of a block are generally scanned in a zig-zag fashion. 

For entropy coding of all macroblock syntax elements, 

H.264/MPEG-4 AVC specifies two methods. The first entropy 

coding method, which is known as context-adaptive variable-

length coding (CAVLC), uses a single codeword set for all 

syntax elements except the transform coefficient levels. The 

approach for coding the transform coefficients basically uses 

the concept of run-level coding as in prior standards. Howev-

er, the efficiency is improved by switching between VLC 

tables depending on the values of previously transmitted syn-

tax elements. The second entropy coding method specifies 

context-adaptive binary arithmetic coding (CABAC) by which 

the coding efficiency is improved relative to CAVLC. The 

statistics of previously coded symbols are used for estimating 

conditional probabilities for binary symbols, which are trans-

mitted using arithmetic coding. Inter-symbol dependencies are 

exploited by switching between several estimated probability 

models based on previously decoded symbols in neighboring 

blocks. Similar to annex J of H.263, H.264/MPEG-4 AVC 

includes a deblocking filter inside the motion compensation 

loop. The strength of the filtering is adaptively controlled by 

the values of several syntax elements. 

The High Profile of H.264/MPEG-4 AVC includes all tools 

that contribute to the coding efficiency for 8-bit-per-sample 

video in 4:2:0 format, and is used for the comparison in this 

paper. Because of its limited benefit for typical video test 

sequences and the difficulty of optimizing its parameters, the 

weighted prediction feature is not applied in the testing. 

E. HEVC (draft 8 of July 2012) 

High Efficiency Video Coding (HEVC) [4] is the name of 

the current joint standardization project of ITU-T VCEG and 

ISO/IEC MPEG, currently under development in a collabora-

tion known as the Joint Collaborative Team on Video Coding 

(JCT-VC). It is planned to finalize the standard in early 2013. 

In the following, a brief overview of the main changes relative 

to H.264/MPEG-4 AVC is provided. For a more detailed de-

scription, the reader is referred to the overview in [2]. 

In HEVC, a picture is partitioned into coding tree blocks 

(CTBs). The size of the CTBs can be chosen by the encoder 

according to its architectural characteristics and the needs of 

its application environment, which may impose limitations 

such as encoder/decoder delay constraints and memory re-

quirements. A luma CTB covers a rectangular picture area of 

N×N samples of the luma component and the corresponding 

chroma CTBs cover each (N/2)×(N/2) samples of each of the 

two chroma components. The value of N is signaled inside the 

bitstream, and can be 16, 32, or 64. The luma CTB and the 

two chroma CTBs, together with the associated syntax, form a 

coding tree unit (CTU). The CTU is the basic processing unit 

of the standard to specify the decoding process (conceptually 

corresponding to a macroblock in prior standards). 

The blocks specified as luma and chroma CTBs can be fur-

ther partitioned into multiple coding blocks (CBs). The CTU 

contains a quadtree syntax that allows for splitting into blocks 

of variable size considering the characteristics of the region 

that is covered by the CTB. The size of the CB can range from 

the same size as the CTB to a minimum size (8×8 luma sam-

ples or larger) that is specified by a syntax element conveyed 

to the decoder. The luma CB and the chroma CBs, together 

with the associated syntax, form a coding unit (CU). 

For each CU, a prediction mode is signaled, which can be 

either an intra or inter mode. When intra prediction is chosen, 

one of 35 spatial intra prediction modes is signaled for the 

luma CB. When the luma CB has the indicated smallest allow-

able size, it is also possible to signal one intra prediction mode 

for each of its four square sub-blocks. For both chroma CBs, a 

single intra prediction mode is selected. Except for some spe-

cial cases, it specifies using horizontal, vertical, planar, or DC 

prediction, or using the same prediction mode that was used 

for luma. The intra prediction mode is applied separately for 
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each transform block. 

For inter coded CUs, the luma and chroma CBs correspond 

to one, two, or four luma and chroma PBs. The smallest luma 

PB size is 4×8 or 8×4 samples. The luma and chroma PBs, 

together with the associated syntax, form a prediction unit 

(PU). Each PU contains one or two motion vectors for uni-

predictive or bi-predictive coding, respectively. All PBs of a 

CB can have the same size, or, when asymmetric motion parti-

tioning (AMP) is used, a luma CB of size N×N can also be 

split into two luma PBs, where one of the luma PBs covers 

N×(N/4) or (N/4)×N samples and the other luma PB covers the 

remaining N×(3 N/4) or (3 N/4)×N area of the CB. The AMP 

splitting is also applied to chroma CBs accordingly. 

Similar to H.264/MPEG-4 AVC, HEVC supports quarter-

sample precision motion vectors. The luma prediction signal 

for all fractional-sample locations is generated by separable 7- 

or 8-tap filters (depending on the sub-sample shift). For chro-

ma, 4-tap interpolation filters are applied. HEVC also supports 

multiple reference pictures, and the concepts of I, P, and B 

slices are basically unchanged from H.264/MPEG-4 AVC. 

Weighted prediction is also supported in a similar manner. 

The coding of motion parameters has been substantially im-

proved compared to prior standards. HEVC supports a so-

called merge mode, in which no motion parameters are coded. 

Instead, a candidate list of motion parameters is derived for 

the corresponding PU. In general, the candidate list includes 

the motion parameters of spatially neighboring blocks as well 

as temporally-predicted motion parameters that are derived 

based on the motion data of a co-located block in a reference 

picture. The chosen set of motion parameters is signaled by 

transmitting an index into the candidate list. The usage of 

large block sizes for motion compensation and the merge 

mode allow a very efficient signaling of motion data for large 

consistently displaced picture areas. If a PU is not coded using 

the merge mode, the associated reference indices and motion 

vector prediction differences are transmitted. Prediction is 

done using the advanced motion vector prediction (AMVP) 

algorithm. In AMVP, for each motion vector, a candidate list 

is constructed, which can include the motion vectors of neigh-

boring blocks with the same reference index as well as a tem-

porally predicted motion vector. The motion vector is coded 

by transmitting an index into the candidate list for specifying 

the chosen predictor and coding a difference vector. 

For coding the inter or intra prediction residual signal of a 

luma CB, the CB is either represented as a single luma trans-

form block (TB) or is split into four equal-size luma TBs. If 

the luma CB is split, each resulting luma TB can be further 

split into four smaller luma TBs. The same splitting applies to 

the chroma CB (except that 4×4 chroma TBs are not further 

split) and the scheme is called the residual quadtree (RQT), 

with the luma and chroma TBs and associated syntax forming 

a transform unit (TU). For each TU, the luma and chroma TBs 

are each transformed using a separable 2-D transform. Maxi-

mum and minimum TB sizes are selected by the encoder. All 

TBs are square with block sizes of 4×4, 8×8, 16×16, or 32×32. 

Similarly as in H.264/MPEG-4 AVC, the inverse transforms 

are specified by exact integer operations. In general, the trans-

forms represent integer approximations of a DCT. For intra 

TUs of size 4×4, an alternative transform representing an 

approximation of a discrete sine transform (DST) is used.  

All slice data syntax elements are entropy coded using 

CABAC, which is similar to the CABAC coding in 

H.264/MPEG-4 AVC. However, the coding of transform coef-

ficient levels has been improved by using a more sophisticated 

context selection scheme, which is particularly efficient for 

larger transform sizes. Besides a deblocking filter, the HEVC 

design includes a sample-adaptive offset (SAO) operation 

inside the motion compensation loop. SAO classifies the re-

constructed samples into different categories (e.g. depending 

on edge orientation) and reduces the distortion by adding a 

separate offset for each class of samples. 

The current HEVC draft specifies a single profile: the Main 

Profile (MP). It includes all coding tools as described above, 

and supports the coding of 8-bit-per-sample video in 4:2:0 

chroma format. For some comparisons in this paper, we used a 

modified configuration, where some coding tools are disabled. 

As for H.264/MPEG-4 AVC, the weighted prediction feature 

of HEVC has not been used for the simulations in this paper. 

III. ENCODER CONTROL 

Since all video coding standards of ITU-T and ISO/IEC 

JTC 1 specify only the bitstream syntax and the decoding 

process, they do not guarantee any particular coding efficien-

cy. In this paper, all encoders are operated using the same 

encoding techniques, where the main focus of the comparison 

is on investigating the coding efficiency that is achievable by 

the bitstream syntax. Encoding constraints such as real-time 

operation or error robustness are not taken into account. 

In order to keep the paper self-contained, we briefly review 

the Lagrangian encoding technique used in this paper. The 

task of an encoder control for a particular coding standard is to 

determine the values of the syntax elements, and thus the 

bitstream , for a given input sequence  in a way that the 

distortion  between the input sequence  and its recon-

struction  is minimized subject to a set of con-

straints, which usually includes constraints for the average and 

maximum bit rate and the maximum coding delay. Let  be 

the set of all conforming bitstreams that obey the given set of 

constraints. For any particular distortion measure , the 

optimal bitstream in the rate–distortion sense is given by 

  (1) 

Due to the huge parameter space and encoding delay, it is 

impossible to directly apply the minimization in (1). Instead, 

the overall minimization problem is split into a series of 

smaller minimization problems by partly neglecting spatial 

and temporal interdependencies between coding decisions. 

Let  be a set of source samples, such as a video picture or 

a block of a video picture, and let  be a vector of coding 

decisions (or syntax element values) out of a set  of coding 

options for the set of source samples . The problem of find-

ing the coding decisions  that minimize a distortion measure 

 between the original samples  and their 

reconstructions  subject to a rate constraint  can 

be formulated as 
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  (2) 

where  represents the number of bits that are required 

for signaling the coding decisions  in the bitstream. Other 

constraints, such as the maximum coding delay or the mini-

mum interval between random access points, can be consid-

ered by selecting appropriate prediction structures and coding 

options. The constrained minimization problem in (2) can be 

reformulated as an unconstrained minimization [13][18]–[23], 

  (3) 

where  denotes the so-called Lagrange multiplier. 

If a set of source samples  can be partitioned into a num-

ber of subsets  in a way that the associated coding deci-

sions  are independent of each other and an additive distor-

tion measure  is used, the minimization problem in (3) 

can be written as 

 
 (4) 

The optimal solution of (3) can be obtained by independently 

selecting the coding options  for the subsets . Although 

most coding decisions in a video encoder cannot be considered 

independent, for a practical applicability of the Lagrangian 

encoder control, it is required to split the overall optimization 

problem into a set of feasible decisions. While past decisions 

are taken into account by determining the distortion and rate 

terms based on already coded samples, the impact of a deci-

sion on future samples and coding decisions is ignored. 

The concept of the described Lagrangian encoder control is 

applied for mode decision, motion estimation, and quantiza-

tion. The used distortion measures  are defined as 

 
 (5) 

with  for the sum of absolute differences (SAD) and 

 for the sum of squared differences (SSD).  and  

represent the original and reconstructed samples, respectively, 

of a considered block . Except for motion estimation, we use 

SSD as the distortion measure for all coding decisions. Hence, 

all encoders are basically optimized with respect to the mean 

squared error (MSE) or peak signal-to-noise ratio (PSNR). 

The subjective quality of the reconstructed video, which is the 

ultimate video quality measure, is not directly taken into ac-

count during encoding. Nonetheless, this encoder control 

method usually also provides a good trade-off between subjec-

tive quality and bit rate. 

A. Mode decision 

The minimization of a Lagrangian cost function for mode 

decision was proposed in [21][22]. The investigated video 

coding standards provide different coding modes  for coding 

a block of samples , such as a macroblock or a coding unit. 

The coding modes may represent intra or inter prediction 

modes or partitions for motion-compensated prediction or 

transform coding. Given the set  of applicable coding modes 

for a block of samples , the used coding mode is chosen 

according to 

  (6) 

where the distortion term  represents the SSD between 

the original block  and its reconstruction  that is obtained 

by coding the block  with the mode . The term  rep-

resents the number of bits (or an estimate thereof) that are 

required for representing the block  using the coding mode  

for the given bitstream syntax. It includes the bits required for 

signaling the coding mode and the associated side information 

(e.g., motion vectors, reference indices, intra prediction 

modes, and coding modes for sub-blocks of ) as well as the 

bits required for transmitting the transform coefficient levels 

representing the residual signal. A coding mode is often asso-

ciated with additional parameters such as coding modes for 

sub-blocks, motion parameters, and transform coefficient 

levels. While coding modes for sub-blocks are determined in 

advance according to (6), motion parameters and transform 

coefficient levels are chosen as described in subsections III.B 

and III.C, respectively. For calculating the distortion and rate 

terms for the different coding modes, decisions for already 

coded blocks of samples are taken into account (e.g., by con-

sidering the correct predictors or context models). 

For the investigated encoders, the described mode decision 

process is used for the following: 

· the decision on whether a macroblock or a coding unit is 

coded using intra or inter prediction; 

· the determination of intra prediction modes; 

· the selection of a subdivision for a block or coding unit 

into sub-blocks for inter prediction; 

· the selection of the transform size or transform subdivi-

sion for a macroblock or coding unit; 

· the subdivision of a coding unit into smaller coding 

units for HEVC. 

A similar process is also used for determining the SAO pa-

rameters in HEVC. 

B. Motion estimation 

The minimization of a Lagrangian cost function for motion 

estimation was proposed in [23]. Given a reference picture list 

 and a candidate set  of motion vectors, the motion param-

eters for a block  which consist of a displacement or motion 

vector  and, if applicable, a reference index , 

are determined according to 

  (7) 

The rate term  represents an estimate of the number 

of bits that is required for transmitting the motion parameters. 

For determining the rate term, the motion vector predictor for 

the current block (or, for HEVC, one of the possible predic-

tors) is taken into account. 

For each candidate reference index , the motion search 

first proceeds over a defined set of integer-sample precision 

displacement vectors. For this stage, the distortion  is 

measured as the sum of absolute differences (SAD) between 



PRE-PUBLICATION DRAFT, TO APPEAR IN IEEE TRANS. ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, DEC. 2012 

 

7 

the block  and the displaced reference block in the reference 

pictures indicated by the reference index . For the integer-

sample precision search, all encoders use the same fast motion 

estimation strategy (the one implemented in the HM-8.0 refer-

ence software [24]). Given the selected integer-sample preci-

sion displacement vector, the eight surrounding half-sample 

precision displacement vectors are evaluated. Then, for the 

coding standards supporting quarter-sample precision motion 

vectors, the half-sample refinement is followed by a quarter-

sample refinement, in which the eight quarter-sample preci-

sion vectors that surround the selected half-sample precision 

motion vector are tested. The distortion measure that is used 

for the sub-sample refinements is the SAD in the Hadamard 

domain. The difference between the original block  and its 

motion-compensated prediction signal given by  and , is 

transformed using a block-wise 4×4 or 8×8 Hadamard trans-

form, and the distortion is obtained by summing up the abso-

lute transform coefficients. As has been experimentally found, 

the usage of the SAD in the Hadamard domain usually im-

proves the coding efficiency in comparison to using the SAD 

in the sample domain [25]. Due to its computationally de-

manding calculation, the Hadamard-domain measurement is 

only used for the sub-sample refinement. 

In HEVC, the motion vector predictor for a block is not 

fixed, but can be chosen out of a set of candidate predictors. 

The used predictor is determined by minimizing the number of 

bits required for coding the motion vector . Finally, given 

the selected motion vector for each reference index , the used 

reference index is selected according to (7), where the SAD in 

the Hadamard domain is used as the distortion measure. 

For bi-predictively coded blocks, two motion vectors and 

reference indices need to be determined. The initial motion 

parameters for each reference list are determined independent-

ly by minimizing the cost measure in (7). This is followed by 

an iterative refinement step [26], in which one motion vector 

is held constant and for the other motion vector, a refinement 

search is carried out. For this iterative refinement, the distor-

tions are calculated based on the prediction signal that is ob-

tained by bi-prediction. The decision whether a block is coded 

using a single or two motion vectors is also based on a La-

grangian function similar to (7), where the SAD in the Hada-

mard domain is used as distortion measure and the rate term 

includes all bits required for coding the motion parameters. 

Due to the different distortion measure, the Lagrange multi-

plier  that is used for determining the motion parameters is 

different from the Lagrange multiplier  used in mode deci-

sion. In [20][27], the simple relationship  between 

those parameters is suggested, which is also used for the in-

vestigations in this paper. 

C. Quantization 

In classical scalar quantization, fixed thresholds are used for 

determining the quantization index of an input quantity. But 

since the syntax for transmitting the transform coefficient 

levels in image and video coding uses interdependencies be-

tween the transform coefficient levels of a block, the rate–

distortion efficiency can be improved by taking into account 

the number of bits required for transmitting the transform 

coefficient levels. An approach for determining transform 

coefficient levels based on a minimization of a Lagrangian 

function has been proposed in [28] for H.262/MPEG-2 Video. 

In [29][30], similar concepts for a rate–distortion optimized 

quantization (RDOQ) are described for H.264/MPEG-4 AVC. 

The general idea is to select the vector of transform coefficient 

levels  for a transform block  by minimizing the function 

  (8) 

where  represents the vector space of the  transform coef-

ficient levels and  and  denote the distortion and the 

number of bits associated with the selection  for the consid-

ered transform block. As distortion measure, we use the SSD. 

Since the transforms specified in the investigated standards 

have orthogonal basis functions (if neglecting rounding ef-

fects), the SSD can be directly calculated in the transform 

domain, . It is of course infeasible to proceed 

the minimization over the entire product space . However, it 

is possible to apply a suitable decision process by which none 

or only some minor interdependencies are neglected. The 

actual quantization process is highly dependent on the bit-

stream syntax. As an example, we briefly describe the quanti-

zation for HEVC in the following. 

In HEVC, a transform block is represented by a flag indicat-

ing whether the block contains non-zero transform coefficient 

levels, the location of the last non-zero level in scanning order, 

a flag for sub-blocks indicating whether the sub-block con-

tains non-zero levels, and syntax elements for representing the 

actual levels. The quantization process basically consists of 

the following ordered steps: 

1. For each scanning position , the selected level  is de-

termined assuming that the scanning position lies in a 

non-zero sub-block and  is less than or equal to the last 

scanning position. This decision is based on minimization 

of the function , where  represents 

the (normalized) squared error for the considered trans-

form coefficient and  denotes the number of bits that 

would be required for transmitting the level . For reduc-

ing complexity, the set of tested levels can be limited, 

e.g., to the two levels that would be obtained by a mathe-

matically correct rounding and a rounding toward zero of 

the original transform coefficient divided by the quantiza-

tion step size. 

2. For each sub-block, the rate–distortion cost for the deter-

mined levels is compared with the rate–distortion cost that 

is obtained when all levels of the sub-block are set to ze-

ro. If the latter cost is smaller, all levels of the sub-block 

are set to zero. 

3. Finally, the flag indicating whether the block contains 

non-zero levels and the position of the last non-zero level 

are determined by calculating the rate–distortion cost that 

is obtained when all levels of the transform block are set 

equal to zero and the rate–distortion costs that are ob-

tained when all levels that precede a particular non-zero 

level are set equal to zero. The setting that yields the min-

imum rate–distortion costs determines the chosen set of 

transform coefficient levels. 
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D. Quantization parameters and Lagrange multipliers 

For all results presented in this paper, the quantization pa-

rameter  and the Lagrange multiplier  are held constant 

for all macroblocks or coding units of a video picture. The 

Lagrange multiplier is set according to 

  (9) 

where  denotes the quantization step size, which is controlled 

by the quantization parameter  (cp. [20][27]). Given the 

quantization parameter  for intra pictures, the quantization 

parameters for all other pictures and the factors  are set using 

a deterministic approach. The actual chosen values depend on 

the used prediction structure and have been found in an exper-

imental way. 

IV. PERFORMANCE MEASURMENT OF THE HEVC REFERENCE 

CODEC IMPLEMENTATION  

A. Description of criteria 

The Bjøntegaard measurement method [31] for calculating 

objective differences between rate–distortion curves was used 

as evaluation criterion in this section. The average differences 

in bit rate between two curves, measured in percent, are re-

ported here. In the original measurement method, separate 

rate–distortion curves for the luma and chroma components 

were used, hence resulting in three different average bit rate 

differences, one for each of the components. Separating these 

measurements is not ideal and sometimes confusing, as trade-

offs between the performance of the luma and chroma compo-

nents are not taken into account. 

In the used method, the rate–distortion curves of the com-

bined luma and chroma components are used. The combined 

peak signal-to-noise ratio (PSNRYUV) is first calculated as the 

weighted sum of the peak signal-to-noise ratio per picture of 

the individual components (PSNRY, PSNRU and PSNRV), 

 PSNRYUV = (6  PSNRY + PSNRU + PSNRV) / 8, (10) 

where PSNRY, PSNRU, PSNRV are each computed as 

 PSNR = 10  log10((2
B – 1)2 / MSE), (11) 

B = 8 is the number of bits per sample of the video signal to be 

coded and the MSE is the SSD divided by the number of sam-

ples in the signal. The PSNR measurements per video se-

quence are computed by averaging the per-picture measure-

ments. 

Using the bit rate and the combined PSNRYUV as the input to 

the Bjøntegaard measurement method gives a single average 

difference in bit rate that (at least partially) takes into account 

the tradeoffs between luma and chroma component fidelity. 

B. Results about the benefit of some representative tools 

In general, it is difficult to fairly assess the benefit of a vid-

eo compression algorithm on a tool-by-tool basis, as the ade-

quate design is reflected by an appropriate combination of 

tools. For example, introduction of larger block structures has 

impact on motion vector compression (particularly in the case 

of homogeneous motion), but should be accompanied by in-

corporation of larger transform structures as well. Therefore, 

the subsequent paragraphs are intended to give some idea 

about the benefits of some representative elements when 

switched on in the HEVC design, compared to a configuration 

which would be more similar to H.264/MPEG-4 AVC. 

In the HEVC specification, there are several syntax ele-

ments that allow various tools to be configured or enabled. 

Among these are parameters that specify the minimum and 

maximum coding block size, transform block size, and trans-

form hierarchy depth. There are also flags to turn tools such as 

temporal motion vector prediction (TMVP), AMP, SAO and 

transform skip (TS) on or off. By setting these parameters, the 

contribution of these tools to the coding performance im-

provements of HEVC can be gauged.  

For the following experiments, the test sequences from 

classes A to E specified in the appendix and the coding condi-

tions as defined in [32] were used. HEVC test model 8 soft-

ware HM-8.0 [24] was used for these specific experiments. 

Two coding structures were investigated – one suitable for 

entertainment applications with random access support and 

one for interactive applications with low-delay constraints. 

The following tables show the effects of constraining or 

turning off tools defined in the HEVC Main Profile. In doing 

so, there will be an increase in bit rate, which is an indication 

of the benefit that the tool brings. The reported percentage 

difference in the encoding and decoding time is an indication 

of the amount of processing that is needed by the tool. Note 

that this is not suggested to be a reliable measure of the com-

plexity of the tool in an optimized hardware or software based 

encoder or decoder – but may provide some rough indication. 

TABLE I 

DIFFERENCE IN BIT RATE FOR EQUAL PSNR RELATIVE TO HEVC MP  

WHEN SMALLER MAXIMUM CODING BLOCK SIZES WERE USED  

INSTEAD OF 64×64 CODING BLOCKS. 

 

 

Entertainment applications Interactive applications 

Maximum coding unit size Maximum coding unit size 

32×32 16×16 32×32 16×16 

Class A 5.7% 28.2% – – 

Class B 3.7% 18.4% 4.0% 19.2% 

Class C 1.8% 8.5% 2.5% 10.3% 

Class D 0.8% 4.2% 1.3% 5.7% 

Class E – – 7.9% 39.2% 

Overall 2.2% 11.0% 3.7% 17.4% 

Enc. Time 82% 58% 83% 58% 

Dec. Time 111% 160% 113% 161% 

 

Table I compares the effects of setting the maximum coding 

block size for luma to 16×16 or 32×32 samples, versus the 

64×64 maximum size allowed in the HEVC Main Profile. 

These results show that though the encoder spends less time 

searching and deciding on the CB sizes, there is a significant 

penalty in coding efficiency when the maximum block size is 

limited to 32×32 or 16×16 samples. It can also be seen that the 

benefit of larger block sizes is more significant for the higher-

resolution sequences as well as for sequences with sparse 

content such as the class E sequences. An interesting effect on 

the decoder side is that when larger block sizes are used, the 

decoding time is reduced, as smaller block sizes require more 

decoding time in the HM implementation. 

Table II compares the effects of setting the maximum trans-

form block size to 8×8 and 16×16, versus the 32×32 maxi-
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mum size allowed in HEVC MP. The results show the same 

trend as constraining the maximum coding block sizes.  How-

ever, the percentage bit rate penalty is smaller, since constrain-

ing the maximum coding block size also indirectly constrains 

the maximum transform size while the converse is not true. 

The amount of the reduced penalty shows that there are some 

benefits from using larger coding units that are not simply due 

to the larger transforms. It is however noted that constraining 

the transform size has a more significant effect on the chroma 

components than the luma component. 

TABLE II 

DIFFERENCE IN BIT RATE FOR EQUAL PSNR RELATIVE TO HEVC MP  

WHEN SMALLER MAXIMUM TRANSFORM BLOCK SIZES ARE USED  

INSTEAD OF 32×32 TRANSFORM BLOCKS. 

 

 

Entertainment applications Interactive applications 

Maximum transform size Maximum transform size 

16×16 8×8 16×16 8×8 

Class A 3.9% 12.2% – – 

Class B 2.4% 9.3% 2.7% 9.7% 

Class C 1.0% 4.2% 1.5% 5.5% 

Class D 0.4% 2.4% 0.5% 3.1% 

Class E – – 3.8% 10.6% 

Overall 1.3% 5.4% 2.1% 7.2% 

Enc. Time 94% 87% 96% 90% 

Dec. Time 99% 101% 99% 101% 

 

HEVC allows the transform block size in a coding unit to 

be selected independently of the prediction block size (with 

few exceptions). This is controlled through the residual quad-

tree (RQT), which has a selectable depth. Table III compares 

the effects of setting the maximum transform hierarchy depth 

to 1 and 2 instead of 3, the value used in the common test 

conditions [32]. It shows that some savings in the encoding 

decision time can be made for a modest penalty in coding 

efficiency for all classes of test sequences. However, there is 

no significant impact on the decoding time. 

TABLE III 

DIFFERENCE IN BIT RATE FOR EQUAL PSNR RELATIVE TO HEVC MP WHEN 

SMALLER MAXIMUM RQT DEPTHS WERE USED INSTEAD OF A DEPTH OF 3. 

 

Entertainment applications Interactive applications 

Max RQT depth Max RQT depth 

2 1 2 1 

Class A 0.3% 0.8% – – 

Class B 0.4% 1.1% 0.5% 1.4% 

Class C 0.4% 1.1% 0.5% 1.5% 

Class D 0.3% 1.1% 0.4% 1.4% 

Class E – – 0.3% 0.8% 

Overall 0.3% 1.0% 0.4% 1.3% 

Enc. Time 89% 81% 91% 85% 

Dec. Time 99% 98% 101% 100% 

 

Table IV shows the effects of turning off TMVP, SAO, 

AMP, and TS in the HEVC MP. The resulting bit rate increase 

is measured by averaging over all classes of sequences tested. 

Bit rate increases of 2.5% and 1.6% were measured when 

disabling TMVP and SAO, respectively, for the entertainment 

application scenario. For the interactive application scenario, 

the disabling of TMVP or SAO tool yielded a bit rate increase 

of 2.5%. It should be noted that SAO has a larger impact on 

the subjective quality than on the PSNR. Neither of these tools 

has a significant impact on encoding or decoding time. When 

the AMP tool is disabled, bit rate increases of 0.9% and 1.2% 

were measured for the entertainment and interactive applica-

tions scenario, respectively. The significant increase in encod-

ing time can be attributed to the additional motion search and 

decision that is needed for AMP. Disabling the TS tool does 

not change the coding efficiency. It should, however, be noted 

that the TS tool is most effective for content such as computer 

screen capture and overlays. For such content, disabling of the 

TS tool shows bit rate increases of 7.3% and 6.3% for the 

entertainment and interactive application scenarios, respec-

tively. 

TABLE IV 

DIFFERENCE IN BIT RATE FOR EQUAL PSNR RELATIVE TO HEVC MP WHEN 

THE TMVP, SAO, AMP, AND TS TOOLS ARE TURNED OFF. 

 

Entertainment applications Interactive applications 

tools disabled in MP tools disabled in MP 

TMVP SAO AMP TS TMVP SAO AMP TS 

Class A 2.6% 2.4% 0.6% 0.0% – – – – 

Class B 2.2% 2.4% 0.7% 0.0% 2.5% 2.6% 1.0% 0.0% 

Class C 2.4% 1.7% 1.1% 0.1% 2.8% 2.9% 1.1% 0.1% 

Class D 2.7% 0.5% 0.9% 0.1% 2.4% 1.3% 1.2% 0.0% 

Class E – – – – 2.4% 3.3% 1.7% −0.1% 

Overall 2.5% 1.6% 0.9% 0.0% 2.5% 2.5% 1.2% 0.0% 

Enc. Time 99% 100% 87% 95% 101% 101% 88% 96% 

Dec. Time 96% 97% 99% 98% 96% 98% 100% 99% 

 

Results for other tools of HEVC that yield improvements 

relative to H.264/MPEG-4 AVC (including merge mode, intra 

prediction, and motion interpolation filter) are not provided 

here, and the reader is referred to [33]. 

C. Results in comparison to previous standards 

For comparing the coding efficiency of HEVC with that of 

prior video coding standards, we performed coding experi-

ments for the two different scenarios of entertainment and 

interactive applications. The encoding strategy described in 

sec. III has been used for all investigated standards. For 

HEVC, the described encoder control is the same as the one 

implemented in the HM-8.0 reference software [24], so this 

software has been used unmodified. For the other standards, 

we integrated the described encoder control into older encoder 

implementations. The following codecs have been used as 

basis: The MPEG Software Simulation Group Software ver-

sion 1.2 [34] for H.262/MPEG-2 Video, the H.263 codec of 

the University of British Columbia Signal Processing and 

Multimedia Group (see [13]), a Fraunhofer HHI implementa-

tion of MPEG-4 Visual, and the JSVM software
1
 version 

9.18.1 [35] for H.264/MPEG-4 AVC. All encoders use the 

same strategies for mode decision, motion estimation, and 

quantization. These encoders show significantly improved 

coding efficiency relative to publicly available reference im-

plementations or the encoder versions that were used in [13]. 

For HEVC, all coding tools specified in the draft HEVC 

Main Profile are enabled. For the other tested video coding 

standards, we selected the profiles and coding tools that pro-

vide the best coding efficiency for the investigated scenarios. 

 
1 The JM 18.4 encoder [36] or the modified JM 18.2, which was used for 

the comparison in sec. V, provide very similar coding efficiency as our modi-
fied JSVM version, but differ in some details from the HM encoder control. 
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The chosen profiles are the H.262/MPEG-2 Main Profile 

(MP), the H.263 Conversational High Compression (CHC) 

profile for the interactive scenario and the H.263 High Laten-

cy profile (HLP) for the entertainment scenario, the MPEG-4 

Advanced Simple Profile (ASP), and the H.264/MPEG-4 

AVC High Profile (HP). 

Each test sequence was coded at twelve different bit rates. 

For H.264/MPEG-4 AVC and HEVC, the quantization param-

eter  for intra pictures was varied in the range from 20 to 

42, inclusive. For H.262/MPEG-2 MP and MPEG-4 ASP, the 

quantization parameters for intra pictures were chosen in a 

way that the resulting quantization step sizes are approximate-

ly the same as for H.264/MPEG-4 AVC and HEVC. The 

quantization parameters for non-intra pictures are set relative 

to  using a deterministic approach that is basically the 

same for all tested video coding standards. In order to calcu-

late bit rate savings for one codec relative to another, the rate–

distortion curves were interpolated in the logarithmic bit rate 

domain using cubic splines with the “not-a-knot” condition at 

the border points. Average bit rate savings are calculated by 

numerical integration with 1000 equally sized subintervals. 

 

1) Interactive applications 

The first experiment addresses interactive video applica-

tions, such as video conferencing. We selected six test se-

quences with typical video conferencing content, which are 

the sequences of classes E and E' listed in the appendix. 

Since interactive applications require a low coding delay, 

all pictures were coded in display order, where only the first 

picture is coded as an intra picture and all subsequent pictures 

are temporally predicted only from reference pictures in the 

past in display order. For H.262/MPEG-2 Video and MPEG-4 

Visual, we employed the IPPP coding structure, where the 

quantization step size for P pictures was increased by about 

12% relative to that for I pictures. The syntax of H.263, 

H.264/MPEG-4 AVC, and HEVC supports low-delay coding 

structures that usually provide an improved coding efficiency. 

Here we used dyadic low-delay hierarchical prediction struc-

tures with groups of 4 pictures (cp. [17]). While for H.263 and 

H.264/MPEG-4 AVC all pictures are coded with P slices, for 

HEVC, all pictures are coded with B slices. For 

H.264/MPEG-4 AVC and HEVC, which both support low-

delay coding with P or B slices, we selected the slice coding 

type that provided the best coding efficiency (P slices for 

H.264/MPEG-4 AVC and B slices for HEVC). The quantiza-

tion step size for the P or B pictures of the lowest hierarchy 

level is increased by about 12% relative to that for I picture, 

and it is further increased by about 12% from one hierarchy 

level to the next. For H.263, H.264/MPEG-4 AVC, and 

HEVC, the same four previously coded pictures are used as 

active reference pictures. Except for H.262/MPEG-2 Video, 

which does not support slices that cover more than one mac-

roblock row, all pictures are coded as a single slice. For 

H.262/MPEG-2 Video, one slice per macroblock row is used. 

Inverse transform mismatches for H.262/MPEG-2 Video, 

H.263, and MPEG-4 Visual are avoided, since the used de-

coders implement exactly the same transform as the corre-

sponding encoder. In practice, where this cannot be guaran-

             

             

Fig. 1.  Selected rate–distortion curves and bit rate saving plots for interactive applications. 
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teed, the PSNR values and subjective quality for these stand-

ards would be reduced; and intra macroblocks would need to 

be inserted periodically in order to limit the mismatch accu-

mulation. 

TABLE V 

AVERAGE BIT RATE SAVINGS FOR EQUAL PSNR 

FOR INTERACTIVE APPLICATIONS. 

Encoding 

Bit rate savings relative to: 

H.264/MPEG-4 

AVC HP 

H.263 

CHC 

MPEG-4 

ASP 

MPEG-2/ 

H.262 MP 

HEVC MP 40.3% 67.9% 72.3% 80.1% 

H.264/MPEG-4 

AVC HP 
– 46.8% 54.1% 67.0% 

H.263 CHC – – 13.2% 37.4% 

MPEG-4 ASP – – – 27.8% 

 

In Fig. 1, rate–distortion curves are depicted for two select-

ed sequences, in which the PSNRYUV as defined in sec. IV.A is 

plotted as a function of the average bit rate. This figure addi-

tionally shows plots that illustrate the bit rate savings of 

HEVC relative to H.262/MPEG-2 MP, H.263 CHC, MPEG-4 

ASP, and H.264/MPEG-4 AVC HP as a function of the 

PSNRYUV. In the diagrams, the PSNRYUV is denoted as YUV-

PSNR. The average bit rate savings between the different 

codecs, which are computed over the entire test set and the 

investigated quality range, are summarized in Table V. These 

results indicate that the emerging HEVC standard clearly 

outperforms its predecessors in terms of coding efficiency for 

interactive applications. The rate savings for the low bit rate 

range are generally somewhat higher than the average savings 

given in Table V, which becomes evident from the plots in the 

right column of Fig. 1. 

 

2) Entertainment applications 

Besides interactive applications, one of the most promising 

application areas for HEVC is the coding of high-resolution 

video with entertainment quality. For analyzing the potential 

of HEVC in this application area, we have selected a set of 

five full HD and four WVGA test sequences, which are listed 

as class B and C sequences in the appendix. 

In contrast to our first experiment, the delay constraints are 

relaxed for this application scenario. For H.264/MPEG-4 AVC 

and HEVC, we used dyadic high-delay hierarchical prediction 

structures (cf. [17]) with groups of 8 pictures, where all pic-

tures are coded as B pictures except at random access refresh 

points (where I pictures are used). This prediction structure is 

characterized by a structural delay of 8 pictures and has been 

shown to provide an improved coding efficiency compared to 

IBBP coding. Similarly as for the first experiment, the quanti-

zation step size is increased by about 12% (  increase by 1) 

from one hierarchy level to the next, and the quantization step 

size for the B pictures of the lowest hierarchy level is in-

creased by 12% relative to that of the intra pictures. The same 

four active reference pictures are used for H.264/MPEG-4 

AVC and HEVC. H.262/MPEG-2 Video, H.263, and MPEG-4 

Visual do not support hierarchical prediction structures. Here 

we used a coding structure where three B pictures are inserted 

between each two successive P pictures. The usage of three B 

             

             

Fig. 2.  Selected rate–distortion curves and bit rate saving plots for entertainment applications. 
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pictures ensures that the intra pictures are inserted at the same 

locations as for the H.264/MPEG-4 AVC and HEVC configu-

rations, and it slightly improves the coding efficiency in com-

parison to the typical coding structure with two B pictures. 

The quantization step sizes were increased by about 12% from 

I to P pictures and from P to B pictures. For H.263, four active 

reference pictures are used for both the P and B pictures. 

For all tested codecs, intra pictures are inserted in regular 

time intervals of about one second, at exactly the same time 

instances. Such frequent periodic intra refreshes are typical in 

entertainment-quality applications in order to enable fast ran-

dom access – e.g., for channel switching. In order to enable 

clean random access, pictures that follow an intra picture in 

both coding and display order are not allowed to reference any 

picture that precedes the intra picture in either coding or dis-

play order. However, pictures that follow the intra picture in 

coding order but precede it in display order are generally al-

lowed to use pictures that precede the intra picture in coding 

order as reference pictures for motion-compensated prediction. 

This structure is sometimes referred to as “open GOP”, where 

a GOP is a “group of pictures” that begins with an I picture. 

TABLE VI 

AVERAGE BIT RATE SAVINGS FOR EQUAL PSNR 

FOR ENTERTAINMENT APPLICATIONS. 

Encoding 

Bit rate savings relative to: 

H.264/MPEG-4 

AVC HP 

MPEG-4 

ASP 

H.263 

HLP 

MPEG-2/ 

H.262 MP 

HEVC MP 35.4% 63.7% 65.1% 70.8% 

H.264/MPEG-4 

AVC HP 
– 44.5% 46.6% 55.4% 

MPEG-4 ASP – – 3.9% 19.7% 

H.263 HLP – – – 16.2% 

 

The diagrams in Fig. 2 show rate–distortion curves and bit 

rate saving plots for two typical examples of the tested se-

quences. The bit rate savings results, averaged over the entire 

set of test sequences and the examined quality range, are 

summarized in Table VI. As for the previous case, HEVC 

provides significant gains in term of coding efficiency relative 

to the older video coding standards. As can be seen in the plots 

in Fig. 2, the coding efficiency gains for the lower bit rate 

range are again generally higher than the average results re-

ported in Table VI. 

V. PRELIMINARY INVESTIGATION OF THE HEVC REFERENCE 

IMPLEMENTATION COMPARED TO H.264/MPEG-4 AVC USING 

SUBJECTIVE QUALITY 

A. Laboratory and test setup 

The laboratory for the subjective assessment was set up fol-

lowing ITU-R Rec. BT.500 [37], except for the section on the 

displays and video server. A 50-inch Panasonic professional 

plasma display (TH-50PF11KR) was used in its native resolu-

tion of 1920×1080 pixels. The video display board was a 

Panasonic Dual Link HD-SDI input module (TY-FB11DHD). 

The uncompressed video recorder/player was a UDR-5S by 

Keisoku Giken Co., Ltd., controlled using a DellPreci-

sionT3500. 

DSIS (Double Stimulus Impairment Scale) as defined in the 

HEVC Call for Proposals [38] was used for the evaluation of 

the quality (rather than of the impairment). Hence, a quality 

rating scale made of 11 levels was adopted, ranging from “0” 

(lowest quality) to “10” (highest quality).  

The structure of the Basic Test Cell (BTC) of the DSIS 

method consists of two consecutive presentations of the se-

quence under test. First the original version of the video se-

quence is displayed, followed immediately by the decoded 

sequence. Then a message is shown for 5 seconds asking the 

viewers to vote (see Fig. 3). The presentation of the video 

clips is preceded by a mid-level gray screen for a duration of 

one second. 

Each test session comprised tests on a single test sequence 

and lasted approximately 8 minutes. A total of 9 test sequenc-

es, listed as class B and C in the appendix, were used in the 

subjective assessment. The total number of test subjects was 

24. The test subjects were divided into groups of four in each 

test session, seated in a row. A viewing distance of 2H was 

used in all tests, where H is the height of the video on the 

plasma display.

B. Codecs tested and coding conditions 

In the subjective assessment, the test sequences for 

H.264/MPEG-4 AVC HP were encoded using the JM 18.2 

codec with the encoder modifications as described in [39][40]. 

The test sequences for the HEVC MP were encoded using the 

HM-5.0 software [41]. It should be noted that the HEVC MP 

configuration by the time of HM-5.0 was slightly worse in 

performance than HM-8.0 [24] and also did not include AMP. 

The same random access coding structure was used in all 

test sequences. Quantization parameter ( ) values of 31, 34, 

37 and 40 were selected for the HEVC MP. For H.264/ 

MPEG-4 AVC HP,  values of 27, 30, 33 and 36 were cho-

sen. It was confirmed in a visual pre-screening that these set-

tings resulted in decoded sequences of roughly comparable 

subjective quality and the bit rate reductions for the HEVC 

MP encodings ranged from 48% to 65% (53% on average) 

relative to the corresponding H.264/MPEG-4 AVC HP bit 

rates. 

C. Results 

Fig. 4 shows the result of the formal subjective assessment. 

The mean opinion score (MOS) values were computed from 

the votes provided by the subjects for each test point. The 95% 

confidence interval was also calculated and represented as 

vertical error bars on the graphs. As can be seen from the 

example, corresponding points have largely overlapping con-

fidence intervals, indicating that the quality of the sequences 

would be measured within these intervals again with 95% 

probability. This confirms that the test sequences encoded 

 
Fig. 3.  DSIS basic test cell. 
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with HEVC at an average of 53% lower bit rate than the 

H.264/MPEG-4 AVC HP encodings achieved approximately 

the same subjective quality. 

TABLE VII 

AVERAGE BIT RATE SAVINGS FOR ENTERTAINMENT APPLICATION SCENARIO 

BASED ON SUBJECTIVE ASSESSMENT RESULTS. 

Sequences 
Bit rate savings of HEVC MP 

relative to H.264/MPEG-4 AVC HP 

BQ Terrace 63.1% 

Basketball Drive 66.6% 

Kimono1 55.2% 

Park Scene 49.7% 

Cactus 50.2% 

BQ Mall 41.6% 

Basketball Drill 44.9% 

Party Scene 29.8% 

Race Horses 42.7% 

Average 49.3% 

 

D. Further processing of the results 

The subjective test results were further analyzed to obtain a 

finer and more precise measure of the coding performance 

gains of the HEVC standard. There are a set of four MOS 

values per sequence per codec. By linearly interpolating be-

tween these points, the intermediate MOS values and the cor-

responding bit rates for each of the codecs can be approximat-

ed. By comparing these bit rates at the same MOS values, the 

bit rate savings achieved by HEVC relative to H.264/MPEG-4 

AVC can be calculated for any given MOS values. An exam-

ple is shown in Fig. 5. These graphs show the bit rate savings 

for the HEVC MP relative to the H.264/MPEG-4 AVC HP at 

different MOS values. The corresponding bit rates for the 

HEVC MP are also shown at the two ends of the curve. 

By integrating over the whole range of overlapping MOS 

values, the average bit rate savings per sequence can be ob-

tained. Table VII shows the computed bit rate savings of the 

HEVC MP relative to H.264/MPEG-4 AVC HP. The savings 

ranges from around 30% to nearly 67%, depending on the 

video sequence. The average bit rate reduction over all the 

sequences tested was 49.3%. 

VI. SUMMARY AND CONCLUSIONS 

The results documented in this paper indicate that the 

emerging HEVC standard can provide a significant amount of 

increased coding efficiency compared to previous standards, 

including H.264/MPEG-4 AVC. The syntax and coding struc-

tures of the various tested standards were explained, and the 

associated Lagrangian-based encoder optimization has been 

described. Special emphasis has been given to the various 

settings and tools of HEVC that are relevant to its coding 

efficiency. Measurements were then provided for their as-

sessment. PSNR vs. bit rate measurements have been present-

ed comparing the coding efficiency of the capabilities of 

HEVC, H.264/MPEG-4 AVC, MPEG-4 Visual, H.263, and 

H.262/MPEG-2 Video when encoding using the same Lagran-

             

Fig. 4.  Mean opinion score (MOS) for test sequences plotted against bit rate. 

             

Fig. 5.  Bit rate savings as a function of subjective quality. 
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gian-based optimization techniques. Finally, results of subjec-

tive tests were provided comparing HEVC and 

H.264/MPEG-4 AVC, and indicating that a bit rate reduction 

can be achieved for the example video test set by about 50%. 

The subjective benefit for HEVC seems to exceed the benefit 

measured using PSNR, and the benefit is greater for low bit 

rates, higher-resolution video content and low-delay applica-

tion encodings. These results generally agree with the prelimi-

nary coding efficiency evaluations of HEVC that have report-

ed in other studies such as [39], [40], and [42]–[46], although 

the subjective estimate here may be generally slightly more 

conservative than in prior studies, due to our use of stronger 

encoding optimization techniques in the encodings for the 

prior standards. 

Software and data for reproducing selected results of this 

study can be found at ftp://ftp.hhi.de/ieee-tcsvt/2012/. 
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TABLE VIII 

TEST SEQUENCES USED IN THE COMPARISONS. 

class 
resolution 

in luma samples 
length sequence 

frame 

rate 

A 2560×1600 5 s 

Traffic 30 Hz 

People On Street 30 Hz 

Nebuta 60 Hz 

Steam Locomotive 60 Hz 

B 1920×1080 10 s 

Kimono 24 Hz 

Park Scene 24 Hz 

Cactus 50 Hz 

BQ Terrace 60 Hz 

Basketball Drive 50 Hz 

C 832×480 10 s 

Race Horses 30 Hz 

BQ Mall 60 Hz 

Party Scene 50 Hz 

Basketball Drill 50 Hz 

D 416×240 10 s 

Race Horses 30 Hz 

BQ Square 60 Hz 

Blowing Bubbles 50 Hz 

Basketball Pass 50 Hz 

E 1280×720 10 s 

Four People 60 Hz 

Johnny 60 Hz 

Kristen And Sara 60 Hz 

E' 1280×720 10 s 

Vidyo 1 60 Hz 

Vidyo 2 60 Hz 

Vidyo 3 60 Hz 

 

APPENDIX 

TEST SEQUENCES 

Details about the test sequences and sequences classes that 

are used for the comparisons in the paper are summarized in 

Table VIII. The sequences were captured with state-of-the-art 

cameras. All sequences are progressively scanned and use the 

YUV (YCBCR) 4:2:0 color format with 8 bits per color sample. 
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