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Abstract—MPEG-7, formally known as Multimedia Content band solutions for the last mile are removing one major bar-
Description Interface, includes standardized tools (descriptors, rier preventing users from accessing broadband content. On the

description schemes, and language) enabling structural, detailed o gjge, the emerging multidevice paradigm is empowering
descriptions of audio—visual information at different granularity

levels (region, image, video segment, collection) and in different US€rsS with unprecedgnted teghnologles addressing users’ per-
areas (content description, management, organization, navigation, sonalized contextual information needs.

and user interaction). It aims to support and facilitate a wide In such a ubiquitous, multi-device, information-rich environ-
range of applications, such as media portals, content broadcasting, ment, critical needs exist for tools and systems for indexing,

and ubiquitous multimedia. In this paper, we present a high-level - L . - .
overview of the MPEG-7 standard. We first discuss the scope, searching, filtering, and managing audio—visual content, stored

basic terminology, and potential applications. Next, we discuss the Or live. Such solutions are important not only for the end users,
constituent components. Then, we compare the relationship with but also the providers of content or services. In order to achieve

other standards to highlight its capabilities. Some parts of the the maximum interoperability and facilitate the creation of
standard are also covered in depth in this Special Issue. innovative applications, MPEG-7 intends to be an interoperable
Index Terms—Content description, interoperability, ISO/IEC  jnterface, which defines the syntax and semantics of various
Standard, metadata, MPEG-7, multimedia indexing. description tools. Each tool may be designed for specific or
generic modalities (e.g., audio, visual, or multimedia), aspects
I. INTRODUCTION (e.g., media, meta, structural, or semantic), and applications
PEG-7, formally known as Multimedia Content De—(e'g" search engine, filtering agent, _naviga_tion).
In response to the needs of the industries and users, many

scription Interface, is the next ISO/IEC standard under d aii have initiated acti ks in defini
development by MPEG, following the successful developme%OlJpS and organizations have Initiated active works In defining

of the MPEG-1. MPEG-2. and MPEG-4 standards. While tHateroperable frameworks and representations for metadata

prior standards focus on coding and representation of audio— ?—S(.:”ptlon' The nptable ones rellafced o .MPEG'? include
sual content, MPEG-7 focuses on description of multimed ociety of Motion Plc"ture angl Television Engl.neers (SMI.DTE)’
content. It addresses content with various modalities includifig' oP e Broadcasting Union (EBU), Dublin Core, Digital

image, video, audio, speech, graphics, and their combinatio gaging Group (DIG), TV-Anytlme_, and the Ohio Online
MPEG-7 complements the existing MPEG standard suite mputer Center/Research Libraries Group (OCLC/RLG).

aims to be applicable to many existing formats, which include ese approaches share similar objectives and have developed

non-MPEG formats and noncompressed formats as well. significant correspondence between their frameworks and

Originating in 1998, MPEG-7 aims at becoming an intemae_lements. However, there is also notable divergence that will

tional standard in September 2001. MPEG-7 follows the sar’r’%qu"e hontrivial harmonization and synchronization.

development process as those used in prior MPEG standaréjgtn th'§ E?petrr'] we f|rsttQ|scus(js the SCOD?. of MPEG-7, fmdf
definition of context and objective, identification of require- IStinguIshing te normative and nonnormative components o

ments, call for proposals, evaluation, and convergence to MgEG-?. We will also describe the envisioned architecture for

final specification. The participating groups represent comp sing MPEG-7 in applications. Then, we will briefly introduce

nies and institutions from different sectors, such as software fferent parts of MPEG-7 standard: systems, Description

velopers, manufacturers, service providers, broadcasters, C%gnlljntlon_ Lt_angLéag?]e (DDLI)D'SaUd'é_VLSl:al _D(_ascr:ptor (D), d
demics, and libraries. and Description Schemes (DSs). Each topic is also covere

Motivation for developing the MPEG-7 standard is driven bin depth in separate papers in this Special Issue on MPEG-7

the clear trends in technology, market, and user needs. Prolif : - Fma”i/’ (\jNet dlstcusds tge relzﬁlonihtlp la(jgtwee; :\I/IPE'G-7.and
tion of tools for audio—visual content creation, digitization, ang-'cr Metadata standards, and outstanding challenging Issues

distribution has brought about an environment in which a Iaré’é the standard.
amount of audio—visual content is available. Emerging broad-

Il. SCOPE OF THESTANDARD
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Fig. 1. Role of MPEG-7 in facilitating interoperable services and applications.

radio, TV channels), digital libraries (image catalog, musical In order to handle such a wide range of applications, MPEG-7
dictionary), multimedia directory services (e.g., yellow pageg)rovides several normative elements, including a D, DS, and
and multimedia editing (e.g., personalized electronic neM@DL, and specifications addressisgstemdevel issues. Each
service, media authoring). As shown in Fig. 1, the use of these parts along with the other components of the standard
MPEG-7 descriptions is expected to result in a flexible andlill be discussed further in the next section.
scalable framework for designing services that can be accesseDs define syntax and semantics of features of audio—visual
from a variety of terminals such as mobile devices, set tapntent. Different levels of abstraction are addressed by
boxes, and personal computers. MPEG-7. At the low abstraction level, Ds may include shape,
Among this diversity of possible applications the MPEG-otion, texture, color, and camera motion for images/videos,
descriptions allow users or applications to perform the followingnergy, harmonicity, and timbre for audio. At the high abstrac-
tasks. tion level, Ds may include events, abstract concepts, content
» Multimedia—Generate a customized program guide dgenres, etc. Audio and visual Ds represent specific features
summary of broadcast audio—visual content according felated to audio and visual content respectively. Generic Ds
user’s preference and use history. address generic features.

» Archive—Generate descriptions of individual elements or DSs allow construction of complex descriptions by specifying
the entire collection of audio—visual content, and searthe structure and semantics of the relationships among the con-
lessly exchange content and corresponding descripticstguent Ds or DSs. For example, the description scheme for a
among content owners, aggregators, and consumers. video segment may specify the syntax and semantics of the com-
Adaptation—Filter and transform the multimedia streamgonent elements such as underlying segment decomposition, in-
in resource limited environments (e.g., mobile networkdividual segment attributes (e.g., segmentlength, textual annota-
and terminals) by matching the user preference, availalfiens), and relationships between component segments. Asin the
resources, and content descriptions. case of Ds, DSs can be categorized to audio, visual, or generic.
» Music/Audie—Pay a few notes on a keyboard and get ifeneric DSs usually represent generic meta information related

return a list of musical pieces containing (or close to) th@ all kinds of media (audio, visual, text, graphic, etc).
tune somehow matching the notes. Next to having Ds or DSs that are derived intrinsically from
» Graphics—Draw a few lines on a screen and get, in rethe content, MPEG-7 also includes Ds and DSs related to cre-
turn, a set of images containing similar graphics, logos, ation, production, management, and access of audio—visual con-
ideograms. tent. Such meta-data may include information about the coding
* Movement-With a given set of video objects, describescheme used for compression of content (e.g., JPEG, MPEG-2),
movements and relations between objects and get, in tie overall data size, conditions for accessing the material (e.g.,
turn, a list of animations or video clips fulfilling the de-intellectual property rights information and financial informa-
scribed temporal and spatial relations. tion), classification (include parental rating, and content clas-
» Scenarie—On a given audio—visual content, describe acsification into a number of pre-defined categories), and links
tions and getin return a list of scenarios (i.e., audio—visut other relevant material (the information may help the user
segments) where similar actions take place. speeding up the search).
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: 3) ISO/IEC 15 938-3: MPEG-7 Visual
- ! ) I 4) ISO/IEC 15938-4: MPEG-7 Audio
gt BRI IR 5) ISO/IEC 15938-5: MPEG-7 Multimedia DSs
{axtraction) i 6) ISO/IEC 15938-6: MPEG-7 Reference Software
R 7) ISO/IEC 15938-7: MPEG-7 Conformance
MPED-T warelard | Part 1), MPEG-7 Systems, specifies system level func-
' tionalities, such as preparation of MPEG-7 descriptions for
efficient transport/storage, synchronization of content and
descriptions, and development of conformant decoders. Fig. 3
shows a high-level architecture of a terminal that uses MPEG-7
The MPEG-7 DDL allows flexible definition of MPEG-7 DSsdescriptions, and is referred to as an MPEG-7 terminal. The
and Ds based on XML Schema. The current Ds and DSs a®EG-7 data is obtained from transport (e.g., MPEG-2, IP)
application independent. When itis required to describe contejit storage (e.g., MP4 file) and handed over to the delivery
for specific domains (e.g., news, films), there is often a need|igyer that allows extraction of elementary streams by undoing
extend and specialize the generic MPEG-7 tools and use DiHe transport/storage specific framing and multiplexing, and
to define specialized or additional tools. retains timing information needed for synchronization. The
MPEG-7 allows descriptions of audio—visual content at ditlementary streams consisting of individually accessible
ferent perceptual and semantic levels. It is expected that logtunks called access units are forwarded to the compression
level features (such as color and structural features) can be a9er where the streams describing structure of MPEG-7 data
matically extracted in fully automatic ways, whereas high-levgschema streams), as well as the streams describing the content
features—in particular, those who describe semantic inforn‘@artia or full description streams) are decoded. Note that
tion—need (much) more human interaction or textual annotgescriptions may be represented in the textual form or the
tion by humans or agents. binary form, Binary format for Metadatam (BiM). Due to user
Fig. 2 depicts the MPEG-7 processing chain to explain thgieraction with the application, request for multimedia media
scope of the MPEG-7 standard in a simple way. A typical agtreams may be generated and is fed back via delivery layer
plication scenario involves that MPEG-7 descriptions are e transmission/storage. The actual mechanism of providing
tracted (produced) from the content or associated sourcesyf myltimedia content is considered to be part of a complete
is important to understand that for Ds and DSs, the MPEGaBpIication and thus is outside the scope of the MPEG-7
standard does not specify how to extract these descriptions—<{Qndard.
leave maximum flexibility to the various applications. Extrac- pgt 2), MPEG-7 DDL, is a standardized language for
tion for most parts of the MPEG-7 descriptions is thus not NOffefining new DSs and Ds, as well as extending or modifying
mative. However, as a normative requirement, the representa%tmg DSs and Ds. MPEG-7 DDL is derived by extension of
of these descriptions must conform to the MPEG-7 standakgh, Schema, which is developed by W3C consortium using
Compliant MPEG-7 binary or nonbinary descriptions can be agxtensible Markup Language (XML) as the basis. While the
cessed, understood, and consumed by applications that are 8llg schema has many of the capabilities needed by MPEG-7,
to decode and process MPEG-7 descriptions. How the MPEG¢ 15 to be extended to address other requirements specific to

descriptions ought to be used for further processing—i.e., fifbEG-7. The resulting language satisfies the following key
search and filtering of content—is again not standardized 1Bquirements necessary for MPEG-7:

MPEG-7, to leave maximum flexibility to applications.
It should also be noted that MPEG-7 descriptions may be
physically located with the associated audio—visual material in . .
* attribute declaration;
the same data stream or on the same storage system. Alterna-
. . * typed reference;
tively, the descriptions could also be located anywhere else, as

long as it is possible to link audio—visual material and their : pontgnt model, . :
MPEG-7 descriptions efficiently. * inheritance/subclassing mechanism;

* abstract D and description scheme;

« description scheme inclusion.

Part 3), MPEG-7 Visual, specifies a set of standardized visual
The MPEG-7 specification includes a standardized set of Ds and DSs. Visual Ds mainly address specific features such as

and DSs for audio, visual, and multimedia, and a formal laeelor, texture, shape and motion. Visual Ds often require other

guage for defining DSs and Ds. MPEG-7 also specifies systerwy-level Ds or support elements such as structure (grid layout,

software, and conformance. Formally, the MPEG-7 standardsigatial coordinates), viewpoint (multiple view), localization (re-

referred to as 1ISO 15938, and is organized into the followirgjon locator), and temporal (time series, temporal interpolation).

parts: A number of Ds for each feature are standardized, such as:

1) ISO/IEC 15938-1: MPEG-7 Systems « color Ds, such as Color Space, Color Quantization, Domi-
2) ISO/IEC 15938-2: MPEG-7 Description Definition Lan- nant Color, Scalable Color, Color Layout, Color Structure,
guage and Group of Picture Color;

Fig. 2. Scope of MPEG-7.

* datatype definition;
» D and description scheme declaration;

I1l. COMPONENTS OFMPEG-7
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Fig. 3. Architecture of MPEG-7 terminal.

» texture Ds, such as Homogeneous Texture, Texture Type, SpokenContentExtractioninfoType, SpokenCon-

Browsing, and Edge histogram; tentConfusioninfoType, spokencontentLinkType;
» shape Ds, such as Region Shape, Contour Shape, anc timbre (perceptual features of instrument sounds) Ds,
Shape 3D; such as InstrumentTimbreType, Harmoniclnstrument-
» motion Ds, such as Camera Motion, Motion Trajectory,  TimbreType, PercussivelnstrumentTimbreType;
Parametric Motion, and Motion Activity; « sound effects Ds, such as AudioSpectrumBasisType,
« other Ds, such as Face Recognition. SoundEffectFeaturesType;

In addition, a description scheme for localization of infor- ¢ melody contour Ds, such as ContourType, MeterType,
mation called SpatioTemporal locator is composed of other BeatType.
DSs, such as FigureTrajectory or ParameterTrajectory, is alsA number of DSs, such as that for Spoken content, Sound
defined. effects, Melody contour, and Melody that utilize the aforemen-

Part 4), MPEG-7 Audio, specifies a set of standardized audioned Ds have also been defined.
Ds and DSs. MPEG-7 audio Ds address four classes of audigrart 5), MPEG-7 Multimedia Description Schemes (MDS),
signals: pure music, pure speech, pure sound effects, and agpkcifies a high-level framework that allows generic description
trary soundtracks. Audio Ds and DSs may address audio fegall kinds of multimedia including audio, visual, and textual
tures such as silence, spoken content, timbre, sound effegiga. This is in contrast with the specific descriptions addressed
melody, etc. Audio Ds often require other low-level D catepy the audio or visual parts mentioned above. Fig. 4 shows an
gories such as scalable series (ScalableSeries, SeriesofScglasrview of levels and relationship between levels in MDS hi-
Type, etc.) and Audio Description framework (AudioSamplederarchy. The lowest level, called thasic elementonsists of
Type, AudioWaveformEnvelopeType, etc). Examples of stagatatypes, mathematical structures, linking and media localiza-
dardized Ds for various audio features are as follows: tion tools, and elementary DSs. The next level, calledtrgent

* silence Ds, such as SilenceType; management & content descriptidouilds on the lowest level.

» spoken content (representation of output of automaticdescribes the content from several viewpoints: creation and

speech recognition) Ds, such as SpokenContentSpeakmreduction, media, usage, structural aspects, and conceptual as-
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pects. The first three elements address primarily information fging framework; and 3) the elements constituting the concepts
lated to the management of the conterdr{tent managemeént or higher-level structures in these standards.
while the last two are devoted to the description of perceivableAs described in the previous paragraph, MPEG-7 aims at
information Content description a generic, comprehensive solution for describing audio—visual
Beside the direct description of the content provided by thegdormation from various domains. Although there is ongoing
five sets of elements, tools are also definedrfavigation and discussion about “profiling” to define subsets of tools for spe-
accessSummary, Variation and Decomposition elements, alloeific applications, most parts of MPEG-7 are application-, tech-
adaptation of different multimedia presentations to the capabilelogy-, and platform-independent. It is intended to facilitate
ities of the client terminals, network conditions and user prefeand support push-type (filter), as well as pull-type (retrieval),
ences. Some tools are defined for defining user preferences apglications. The process of development is based on identifica-
use history for enhancing theser interactionexperience. The tion of fundamental concepts through conceptual modeling, def-
last set of tools address tleganizationof content by collec- inition of underlying Ds, structural construction of DSs, adop-
tions and classification, and by use of models. tion of XML Schema as the definition language, and specifi-
Part 6), MPEG-7 Reference Software, aims to provide a ref@ation of the systems part such as formats for file storage and
ence implementation of the relevant parts of the MPEG-7 Stdfansport. The final framework enables highly structural, de-
dard, and is known as experimentation software (XM). Descrifiled descriptions of audio-visual information at different gran-
tion of the software, environment, and copyright constraints catgrity levels (region, image, video segment, collection) and in
be found in [5], [6]. Although some software for extracting D¢lifferent areas (description, management, organization, naviga-
is also included, the focus is on creating bitstreams of Ds afi@in, and user interaction).
DSs with normative syntax, rather than the performance of the
tools. Currently, itincludes components in four categories: pof SMPTE/EBU
parser and DDL validation parser, visual Ds, audio Ds, and mul-SMPTE/EBU- related standards [8], [9], and [13] focus on
timedia DSs. metadata about the production, broadcasting, and distribution
Part 7), MPEG-7 Conformance, aims to provide guideline¥ different types of essence (video, audio, and data, in various
and procedures for testing the conformance of MPEG-7 impli@rms). Although it is also intended to support content distri-

mentations, and has only recently been started. bution over Internet, the main focus is on the distribution over
broadcast channels. The current SMPTE standard is based on
I\V. RELATIONSHIP WITH OTHER STANDARDS a “dictionary” model, which consists of about 1000 elements.

While MPEG-7 d - f . TPe approach supports some simple grouping mechanisms in-
. e >~ ( TOCUSES on e;cnptlon of content contain uding “like things” (e.g., similar ISO identifiers), “type node”
in generic audio—visual information, there are other metad {a

) 1€.g., different representations for the same element), and “set”
standards developed or being developed by other communi 859 a poem’s title, abstract and its poet’s name). The relation-
for various types of information in various domains. Som

i ; ips between elements are not as detailed and complex as those
examples include SMPTE [9], EBU [8], TV-Anytime [10],Clefineol in MPEG-7.

DIG-35 [12], Dublin Core, and OCLC/RLG [11]. We briefly
compare these standards according to three criteria (as thgseryv-Anytime

used in [11]): 1) their rationales and objectives; 2) their under- TV-Anytime [7], [10] focuses on the specifications enabling

1Dublin Core Metadata Initiative. [Online]. Available: http:/purl.org/DC  enhanced audio—-visual services based on the consumer-side
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local storage, the so-called Personal Digital Recorder. firmation are addressed: content information (i.e., the archived
includes three parts: content referencing, metadata, and rigbit§ect and information about its representation like file format),

management. Like MPEG-7, the TV-Anytime Forum hapreservation description information (like reference identifiers,

adopted XML as the common representation format féristory of preservation processes, authentication information),
metadata. Its metadata is based on the Description Schesaekaging information (for binding the data object and its as-
framework and is specified in MPEG-7 DDL. At the same timesociated metadata), and descriptive information (for aiding the
TV-Anytime is also defining a dictionary to provide definitionssearch and retrieval tools). Currently, several digital preserva-
of elements and attributes used in various schemes. There hgyg initiatives have adopted the OAIS model, although issues
been some MPEG-7 tools adopted in TV-Anytime, such &$ appropriate levels of granularity of defining and applying

Hierarchical Summary DS and User Preferences DS. Thefgtadata are still open issues. It should be noted that the

is also current harmonization effort between MPEG-7 angyi| -hased approach is also being considered as a potential
TV-Anytime to address the Electronic Program Guide (Epcﬁépresentation framework.

DS. It should be noted that TV-Anytime will include tools from |, comparing MPEG-7 with other standards, the following
MPEG-7, but also non-MPEG-7 tools (such as descriptions gfservations can be made. First, MPEG-7 and other standards
channels and services). share the same objective in developing an interoperable frame-
C. DIG-35 work of metadata description for general types of objects. While
’ MPEG-7 aims at supporting a broad range of applications, other
DIG-35 [12] aims at interoperable specifications for a sta’tandards focus more on specific application domains or activ-
dard set of metadata for digital images. Driven mostly by thges. Therefore, it will be a worthwhile effort to harmonize or
digital photography industry, the standard focuses on descrigmchronize MPEG-7 with other domain-specific approaches.
tions of image parameters, creation information, content, hisecond, MPEG-7 currently uses a Schema approach in defining
tory, and rights management information. Procedural informatlements, attributes and structures for different concepts, while
tion, such as processing, printing, and ordering information, ¢¢her standards like SMPTE use a dictionary approach. As a re-
notincluded. The framework is also based on XML and the cogglt, MPEG-7 supports a more detailed, structured description
stituent elements have a high extent of correspondence with gieaudio—visual information at multiple levels of granularity.
elements defined in MPEG-7, except that audio and video ﬂﬂtegra’[ion or mappmg mechanisms for ensuring the interop-
lated information is not covered in DIG-35. erability between standards with different frameworks will be
an important task. Currently, a group in MPEG-7 in actively

D. Dublin Core working on this integration task [13].
The Dublin Core Element Sgprovides a metadata model, in-
cluding 15 basic elements for discovery of electronic resources. V. OPEN ISSUES ANDDISCUSSION

It is mainly used by libraries, museums, government agencies, . ] ] .

and commercial organizations. The consensus-based elemenftS the standard is being completed, MPEG-7 is faced with

include very simple elements such as title, creator, subject, §Vveral evolving and important challenges.

scription, format, rights, and others. However, compared to the

detailed structures defined in MPEG-7, they can be accesgedConformance and Profiling

quite efficiently. Rather than using a formal process to map pefinition of interoperability and conformance testing is an

the Dublin Core elements to corresponding MPEG-7 elemenignortant issue that is being actively discussed [16]. Audio—vi-

there have been some efforts in integrating elements from bafhy| gescriptions are said to be MPEG-7 conformant if they

Dublin Core and MPEG-7 in the same description scheme Ry the defined syntax and semantics, which will be un-

using the XML Namespaces approach [14]. ambiguously understood by MPEG-7 compliant terminals and

E. OCLC/RLG ;ystems. At the systems_leyel, binary and textual representa-
tions of conformant descriptions should be parsed correctly by

Finally, the Digital Object Preservation Metadata is beingye conformant textural or binary decoders. At the semantic
addressed by the OCLC/RLG group [11], with the primangye| the meanings of the elements and structures used in
objective in developing a comprehensive preservation mef{fa gescriptions should be understood by the description con-
data framework for digital preservation activities mainly INuming systems in the context of MPEG-7 audio, visual, or
libraries or academic institutions. The digital object could b@IDS. However, given a set of audio-visual descriptions, it
in aqy form of recorded. l_<nowled.ge, g.g., th sganned f"@\ﬁll be difficult to test the conformance of semantics of the
of printed documents, digital audio clips, digital images, agg or pss used. For example, it is difficult to verify whether
online HTML files, or others. By consensus, the group hgfe yajyes of the color D faithfully and accurately represent
adopted the Open Archival Information System (OAIS) refy,q co\or feature of the image. For DSs, it is difficult to verify

erence model as a foundation. OAIS provides a conceptygl rejiapility of the relationships between different elements
framework to model the functional components and proces cified in an instantiation

common in archival activities as well as an information mode In addition, the behaviors of the description consuming sys-
for defining the metadata components. Four basic types of g, il not be normative, and will depend on the specific ap-

2Dublin Core Metadata Initiative. [Online]. Available: http:/purl.org/DC  plications (e.g., search, filtering, or adapation). The introduc-
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tion of the profiling concept may be necessary and importargviewers and A. Belen Benitez, who is a co-editor of MPEG-7
for MPEG-7 to define unambiguous conformance proceduRart 5.

and interoperability. Profiles and levels have been used in other
audio—visual standards (e.g., MPEG-2 and MPEG-4) to define
a subset of tools with a restricted level of complexity that are [y
useful for specific applications. For MPEG-7, it is clear that
different applications will need different subsets of tools. Some [2]
specialized applications may also need restrictions or extensiong]
of the MPEG-7 tools. How MPEG-7 ought to support extensions
and specialization in specific domains and at the same time prol4l
vides unambiguous conformance validation is a critical issue[s]
and requires a nontrivial, timely effort.

B. Intellectual Property Management and Protection [el

In the context of MPEG-7, the Intellectual Property Manage-
ment and Protection (IPMP) issues involve management angy,
protection of descriptions (i.e., instantiations of the Ds and DSs)
and tools (i.e., new Ds and DSs defined in DDL), apart from the [€]
audio—visual content. Currently, an active effort [15] is being
undertaken in developing mechanisms to: 1) manage intellec{o]
tual properties; 2) prevent unauthorized access, use, and modi-
fication; and 3) support authentication of descriptions and toolé.lo]
Techniques developed in W3C for signing XML documents and
solutions used for MPEG-4 IPMP support are being consideredt1]
An important issue is to allow for flexible IPMP support at ap-
propriate levels of granularity (e.g., descriptions, elements, onz]
attributes) and in dynamic environments (e.g., dynamic trans-
mission of descriptions for streamed content). Another critical™
issue is the robustness of the IPMP solutions through the procegs;
of acceptable transformations (e.g., canonicalization of XML
documents). It is desirable that the IPMP data can survive adtd!
ceptable transformations so that end-to-end protection or autg)
thentication can be achieved.

C. Impact

Finally, with the tools and technologies of MPEG-7 ready for
implementation and deployment, it is important to find the path
for MPEG-7 to enter practical application domains and accom-
plish the claimed objectives. A number of groups from industi
have shown active interest in promoting the awareness, tric
and adoption of the MPEG-7 standardh addition, the active
efforts in harmonizing the MPEG-7 standard with other met;
data standards in emerging applications (e.g., TV-Anytime a
SMPTE/EBU applications) will facilitate and expedite the ado
tion of MPEG-7 in practical domains.
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