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Abstract—With the introduction of the H.264/AVC video cod-
ing standard, significant improvements have recenyl been dem-
onstrated in video compression capability. The JoinVideo Team
of the ITU-T Video Coding Experts Group (VCEG) and the
ISO/IEC Moving Picture Experts Group (MPEG) has now also
standardized a scalable video coding (SVC) extensioof the
H.264/AVC standard. SVC enables the transmission adecoding
of partial bit streams to provide video services vih lower tempo-
ral or spatial resolutions or reduced fidelity while retaining a
reconstruction quality that is high relative to therate of the par-
tial bit streams. Hence, SVC provides functionaliggs such as
graceful degradation in lossy transmission environmnts as well
as bit rate, format, and power adaptation. These factionalities
provide enhancements to transmission and storage piications.
SVC has achieved significant improvements in codingfficiency
with an increased degree of supported scalabilityelative to the
scalable profiles of prior video coding standardsThis paper pro-
vides an overview of the basic concepts for extemdj H.264/AVC
towards SVC. Moreover, the basic tools for providig temporal,
spatial, and quality scalability are described in @tail and experi-
mentally analyzed regarding their efficiency and cmplexity.

Index Terms—SVC, H.264, MPEG-4, AVC, standards, video

I. INTRODUCTION

signal (SDTV or HDTV or CIF for H.320 video telepie).
Their application behavior in such systems typjcédlls into
one of the two categories: it works or it doesmthky

Modern video transmission and storage systems ubiag
Internet and mobile networks are typically basedR3rP/IP
[9] for real-time services (conversational and atnang) and
on computer file formats like mp4 or 3gp. Most RIFP4dccess
networks are typically characterized by a wide eanfj con-
nection qualities and receiving devices. The vayytonnec-
tion quality is resulting from adaptive resourcariing mecha-
nisms of these networks addressing the time varglata
throughput requirements of a varying number of sis@the
variety of devices with different capabilities ramg from cell
phones with small screens and restricted processimegr to
high-end PCs with high-definition displays resuitsm the
continuous evolution of these endpoints.

Scalable video coding (SVC) is a highly attractbaution
to the problems posed by the characteristics ofamodideo
transmission systems. The term "scalability" irs thaper re-
fers to the removal of parts of the video bit stneéa order to
adapt it to the various needs or preferences ofieats as well
as to varying terminal capabilities or network citinds. The
term SVC is used interchangeably in this paperbiath the

DVANCES in video coding technology and standardizaconcept of scalable video coding in general andtlier par-

tion [1]-[6] along with the rapid developments aima-
provements of network infrastructures, storage ciipaand
computing power are enabling an increasing nhumberdeo
applications. Application areas today range fromtimedia
messaging, video telephony, and video conferencirgg mo-
bile TV, wireless and wired Internet video streagnistan-
dard- and high-definition TV broadcasting to DVDluBay
Disc, and HD DVD optical storage media. For thegpliaa-
tions, a variety of video transmission and storgggems may
be employed.

Traditional digital video transmission and storaystems
are based on H.222.0 | MPEG-2 systems [7] for lmastthg
services over satellite, cable, and terrestrialsmgission chan-
nels, and for DVD storage, or on H.320 [8] for cersational
video conferencing services. These channels areatiyp
characterized by a fixed spatio-temporal formathaf video
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ticular new design that has been standardized axt@nsion
of the H.264/AVC standard. The objective of the Sst@n-
dardization has been to enable the encoding o§la-dniiality
video bit stream that contains one or more subisedti®ams
that can themselves be decoded with a complexidyracon-
struction quality similar to that achieved using thxisting
H.264/AVC design with the same quantity of datairashe
subset bit stream.

Scalable video coding has been an active researtistan-
dardization area for at least 20 years. The priterhational
video coding standards H.262 | MPEG-2 Video [3R63. [4],
and MPEG-4 Visual [5] already include several tdnlswvhich
the most important scalability modes can be supporftiow-
ever, the scalable profiles of those standards hanedy been
used. Reasons for that include the characterisficsditional
video transmission systems as well as the facttiespatial
and quality scalability features came along witkignificant
loss in coding efficiency as well as a large inseen decoder
complexity as compared to the corresponding nolaktz
profiles. It should be noted that two or more siiglyer
streams, i.e., non-scalable streams, can alwaysahsmitted
by the method a$imulcast which in principle provides similar
functionalities as a scalable bit stream, althotygiically at
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the cost of a significant increase in bit rate. dtaver, the ad-
aptation of a single stream can be achieved thranagtscod-
ing, which is currently used in multipoint contraiits in video
conferencing systems or for streaming servicedrs@stems.
Hence, a scalable video codec has to compete aghase
alternatives.

This paper describes the SVC extension of H.264/Av3
is organized as follows. Sec. Il explains the fundatal scal-
ability types and discusses some representativiicappns of
scalable video coding as well as their implicationgerms of
essential requirements. Sec. lll gives the histofySVC.
Sec. IV briefly reviews basic design concepts d2G4/AVC.
In sec. V, the concepts for extending H.264/AVC dods a
scalable video coding standard are described mildetd ana-
lyzed regarding effectiveness and complexity. THE Slesign
is summarized in sec. VI. For more detailed infaioraabout
SVC, the reader is referred to the draft standadd [

Il. TYPES OFSCALABILITY , APPLICATIONS AND
REQUIREMENTS

In general, a video bit stream is called scalabemwparts
of the stream can be removed in a way that thdtiegsub-
stream forms another valid bit stream for someetadgcoder,
and the sub-stream represents the source conténawecon-
struction quality that is less than that of the pate original
bit stream but is high when considering the loweartity of
remaining data. Bit streams that do not provide fivoperty
are referred to as single-layer bit streams. Thalusodes of
scalability are temporal, spatial, and quality abdity. Spatial
scalability and temporal scalability describe casesvhich
subsets of the bit stream represent the sourcemonith a
reduced picture size (spatial resolution) or fraate (tempo-
ral resolution), respectively. With quality scalépj the sub-
stream provides the same spatio-temporal resolu®rthe
complete bit stream, but with a lower fidelity —avh fidelity
is often informally referred to as signal-to-noisgio (SNR).
Quality scalability is also commonly referred to fakelity or
SNR scalability. More rarely required scalabilityodes are
region-of-interest (ROI) and object-based scalghiln which
the sub-streams typically represent spatially cutiis re-
gions of the original picture area. The differeypies of scal-
ability can also be combined, so that a multitufleepresenta-
tions with different spatio-temporal resolutionsdabit rates
can be supported within a single scalable bit strea

Efficient scalable video coding provides a humbbene-
fits in terms of applications [11]-[13] — a few which will be
briefly discussed in the following. Consider, foisiance, the
scenario of a video transmission service with logfeneous
clients, where multiple bit streams of the samer@®@ontent
differing in coded picture size, frame rate, andrate should
be provided simultaneously. With the applicatioragfroperly
configured scalable video coding scheme, the sococgent
has to be encoded only once — for the highest reduesolu-
tion and bit rate, resulting in a scalable bit atnefrom which
representations with lower resolution and/or quatian be

obtained by discarding selected data. For instaacelient
with restricted resources (display resolution, pssing power,
or battery power) needs to decode only a partefdlivered
bit stream. Similarly, in a multicast scenario,nmerals with
different capabilities can be served by a singlaladde bit
stream. In an alternative scenario, an existingeoidormat
(like QVGA) can be extended in a backward compatibby
by an enhancement video format (like VGA).

Another benefit of scalable video coding is thatcalable
bit stream usually contains parts with differenportance in
terms of decoded video quality. This property imjoaction
with unequal error protection is especially uséfuany trans-
mission scenario with unpredictable throughput atéosns
and/or relatively high packet loss rates. By usingtronger
protection of the more important information, erresilience
with graceful degradation can be achieved up tertaim de-
gree of transmission errors. Media-aware netwoskmehts
(MANES), which receive feedback messages aboutethmi-
nal capabilities and/or channel conditions, canonesrthe non-
required parts from a scalable bit stream, beforevdrding it.
Thus, the loss of important transmission units ttueonges-
tion can be avoided and the overall error robustredsthe
video transmission service can be substantiallydwegd.

Scalable video coding is also highly desirable orveil-
lance applications, in which video sources not avdgd to be
viewed on multiple devices ranging from high-defomn moni-
tors to videophones or PDAs, but also need to beedtand
archived. With scalable video coding, for instantégh-
resolution/high-quality parts of a bit stream cadimarily be
deleted after some expiration time, so that only-tmality
copies of the video are kept for long-term archividie latter
approach may also become an interesting featupeiisonal
video recorders and home networking.

Even though scalable video coding schemes offdr aua-
riety of valuable functionalities, the scalable fles of exist-
ing standards have rarely been used in the pastlynfeecause
spatial and quality scalability have historicallpnee at the
price of increased decoder complexity and signifilyade-
creased coding efficiency. In contrast to that, geral scal-
ability is often supported, e.g., in H.264/AVC-bdsapplica-
tions, but mainly because it comes along with astuttial
coding efficiency improvement (cp. sec. V.A.2).

H.264/AVC is the most recent international vidediog
standard. It provides significantly improved codeffjiciency
in comparison to all prior standards [14]. H.264&Was at-
tracted a lot of attention from industry and haerbadopted
by various application standards and is increaginged in a
broad variety of applications. It is expected tmathe near-
term future H.264/AVC will be commonly used in megleo
applications. Given this high degree of adoptiod deploy-
ment of the new standard and taking into accouatlginge
investments that have already been taken placerfparing
and developing H.264/AVC-based products, it iseuiatural
to now build a scalable video coding scheme asxéansion
of H.264/AVC and to re-use its key features.
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Considering the needs of today’s and future vidggliea-
tions as well as the experiences with scalableilpsofn the
past, the success of any future scalable videongostiandard
critically depends on the following essential reguients:

— Similar coding efficiency compared to single-laged-

ing — for each subset of the scalable bit stream

jointly finalize the SVC project as an Amendment of

H.264/AVC within the Joint Video Team.

Although the initial design [21] included a waveli&e de-
composition structure in temporal direction, it waser re-
moved from the SVC specification [10]. Reasonstfat re-
moval included drastically reduced encoder and decoom-

— Little increase in decoding complexity compared t@lexity and improvements in coding efficiency. lasvshown

single-layer decoding that scales with the deccsped
tio-temporal resolution and bit rate
— Support of temporal, spatial, and quality scalapili
— Support of a backward compatible base
(H.264/AVC in this case)
— Support of simple bit stream adaptations after dimgp
In any case, the coding efficiency of scalable ogdihould
be clearly superior to that of "simulcasting" thupgorted spa-
tio-temporal resolutions and bit rates in sepabétstreams. In
comparison to single-layer coding, bit rate incesasf 10% to
50% for the same fidelity might be tolerable depegdn the
specific needs of an application and the suppodtesgtee of
scalability.

that an adjustment of the DPCM prediction structae lead
to a significantly improved drift control as wiletshown in the
paper. Despite this change, most components oprbgosal

layein [21] remained unchanged from the first model] [&2 the

latest draft [10] being augmented by methods far-dgadic
scalability and interlaced processing which wereinoluded
in the initial design.

IV. H.264/AVCBAsICs

SVC was standardized as an extension of H.264/AMC.
order to keep the paper self-contained, the foligwbrief de-
scription of H.264/AVC is limited to those key faets that
are relevant for understanding the concepts of nebig

This paper provides an overview how these requintsne H 264/AVC towards scalable video coding. For moetaded

have been addressed in the design of the SVC éxten$
H.264/AVC.

Ill. HISTORY OFSVC

Hybrid video coding, as found in H.264/AVC [6] amdl
past video coding designs that are in widespregudicaion
use, is based on motion-compensated temporal etiftfieut
pulse code modulation (DPCM) together with spatetorre-
lating transformations [15]. DPCM is characterizgdthe use
of synchronous prediction loops at the encoder daxbder.
Differences between these prediction loops lead twirift"
that can accumulate over time and produce annafitifgcts.
However, the scalability bit stream adaptation apen, i.e.,
the removal of parts of the video bit stream cawdpce such
differences.

Subband or transform coding does not have the [pirifp-
erty of DPCM. Therefore, video coding techniquesdahon
motion-compensated 3-d wavelet transforms have begied
extensively for use in scalable video coding [1B{[ The
progress in wavelet-based video coding caused MiESEart
an activity on exploring this technology. As a HlesMPEG
issued a call for proposals for efficient scalalildeo coding
technology in October 2003 with the intention tovelep a
new scalable video coding standard. 12 of the Tmgted
proposals in response to this call [20] represersealable
video codecs based on 3-d wavelet transforms, vthéere-
maining two proposals were extensions of H.264/AML
After a 6 month evaluation phase, in which sevetdljective
tests for a variety of conditions were carried ant the pro-
posals were carefully analyzed regarding their migae for a
successful future standard, the scalable extensidn
H.264/AVC as proposed in [21] was chosen as thdirgga
point [22] of MPEG’s scalable video coding (SVCpjact in

information about H.264/AVC, the reader is refertedthe
standard [6] or corresponding overview papers [28]-
Conceptually, the design of H.264/AVC coversValeo
Coding Layer(VCL) and aNetwork Abstraction LaygiNAL).
While the VCL creates a coded representation ofstiace
content, the NAL formats these data and providesléein-
formation in a way that enables simple and effectiustomi-
zation of the use of VCL data for a broad varidtgystems.

A. Network Abstraction Layer (NAL)

The coded video data are organized into NAL unitsich
are packets that each contains an integer numbkytes. A
NAL unit starts with a one-byte header, which sigrike type
of the contained data. The remaining bytes reptgsayload
data. NAL units are classified into VCL NAL unitshich
contain coded slices or coded slice data partitiansl non-
VCL NAL units, which contain associated addition#brma-
tion. The most important non-VCL NAL units are paeter
sets and supplemental enhancement information (SHig
sequence and picture parameter sets contain ifngigu
changing information for a video sequence. SE| agss are
not required for decoding the samples of a videgusace.
They provide additional information which can as#ie de-
coding process or related processes like bit stneamipula-
tion or display. A set of consecutive NAL units kvigpecific
properties is referred to as an access unit. Thedieg of an
access unit results in exactly one decoded pictéirset of
consecutive access units with certain propertiegfisrred to
as a coded video sequence. A coded video sequepiaEsents
an independently decodable part of a NAL unit biéam. It
always starts with an instantaneous decoding tef(€3R)
access unit, which signals that the IDR accessamdtall fol-
lowing access units can be decoded without decaaliygore-

October 2004. In January 2005, MPEG and VCEG agteed ViOUS pictures of the bit stream.
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B. Video Coding Layer (VCL)

The VCL of H.264/AVC follows the so-called block<eu
hybrid video coding approach. Although its basicige is

which is an index into a list of reference pictutieat is repli-
cated at the decoder.
In B slices, two distinct reference picture lists atiéized,

very similar to that of prior video coding standarsuch as and for each 1616, 16<8, or 816 macroblock partition or
H.261, MPEG-1 Video, H.262 | MPEG-2 Video, H.263, 08x8 sub-macroblock, the prediction method can bectade
MPEG-4 Visual, H.264/AVC includes new features teat betweenlist O, list 1, or bi-prediction While list 0 and list 1

able it to achieve a significant improvement in poession
efficiency relative to any prior video coding standl [14]. The
main difference to previous standards is the Igrgetreased
flexibility and adaptability of H.264/AVC.

The way pictures are partitioned into smaller cgdinits in
H.264/AVC, however, follows the rather traditiorcalincept of
subdivision intomacroblocksandslices.Each picture is parti-
tioned into macroblocks that each covers a rectangicture

prediction refer to unidirectional prediction usiagreference
picture of reference picture list O or 1, respedltiy in the bi-
predictive mode, the prediction signal is formedabyeighted
sum of a list 0 and list 1 prediction signal. Irddin, special
modes as so-calledirect modesn B slices andskip modesn
P andB slices are provided, in which such data as moten
tors and reference indices are derived from presijotrans-
mitted information.

area of 1816 luma samples and, in the case of video in 4:2:0 For transform coding, H.264/AVC specifies a setnéger
chroma sampling format,x8 samples of each of the twotransformsof different block sizes. While for intra macro-

chroma components. The samples of a macroblocleitiver
spatially or temporally predicted, and the resgltprediction
residual signal is represented using transform rgpdirhe
macroblocks of a picture are organized in slicasheof which
can be parsed independently of other slices inctuna. De-
pending on the degree of freedom for generatingpthdiction
signal, H.264/AVC supports three basic slice codymgs:

blocks the transform size is directly coupled te thtra pre-
diction block size, the luma signal of motion-comgated
macroblocks that do not contain blocks smaller t8a® can
be coded by using either a4} or 88 transform. For the
chroma components a two-stage transform, consistirgx4
transforms and a Hadamard transform of the regulli@ co-
efficients is employed A similar hierarchical transform is also

— | slice: intra-picture predictive coding using spatial used for the luma component of macroblocks codehtiia

prediction from neighboring regions,
— P slice: intra-picture predictive coding and intectpre

16x16 mode. All inverse transforms are specified bgogx
integer operations, so that inverse-transform miches are

predictive coding with one prediction signal for eachavoided. H.264/AVC usesniform reconstruction quantizers

predicted region,

— B slice: intra-picture predictive coding, inter-piru
predictive coding, and inter-pictut@-predictive cod-
ing with two prediction signals that are combindthva
weighted average to form the region prediction.

Forl slices, H.264/AVC provides several directionaltila
intra prediction modes, in which the predictionnsibis gener-
ated by using neighboring samples of blocks thatgde the
block to be predicted in coding order. For the lucoanpo-
nent, the intra prediction is either applied te44 8x8, or
16x16 blocks, whereas for the chroma components, l-is
ways applied on a macroblock bdsis

For P and B slices, H.264/AVC additionally permits vari-

able block size motion-compensated prediction wwithtiple
reference pictures [27]. The macroblock type sigitia¢ parti-
tioning of a macroblock into blocks of 266, 168, 8x16, or

One of 52 quantization step sizesan be selected for each
macroblock by the quantization parame@P. The scaling
operations for the quantization step sizes arenge with
logarithmic step size increments, such that arement of the
QP by 6 corresponds to a doubling of quantizatiop siee.

For reducing blocking artifacts, which are typigathe most
disturbing artifacts in block-based coding, H.26¥4\ speci-
fies anadaptive deblocking filterwhich operates within the
motion-compensated prediction loop.

H.264/AVC supports two methods of entropy codingick
both use context-based adaptivity to improve penéorce
relative to prior standards. Whi@AVLC (context-based adap-
tive variable-length coding) uses variable-lengides and its
adaptivity is restricted to the coding of transfocwefficient
levels CABAC(context-based adaptive binary arithmetic cod-
ing) utilizes arithmetic coding and a more sopbatd

8x8 luma samples. When a macroblock type specifiet- pa mechanism for employing statistical dependenciesjctw

tioning into four &8 blocks, each of these so-calledb-
macroblockscan be further split into>@!, 4x8, or 4x4 blocks,
which is indicated through the sub-macroblock typer P
slices, one motion vector is transmitted for eddclb In addi-
tion, the used reference picture can be indepelydehbsen
for each 1816, 16<8, or 816 macroblock partition or X8
sub-macroblock. It is signaled via a referencexnplzrameter,

1 Some details of the profiles of H.264/AVC that evelesigned primarily

leads to typical bit rate savings of 10-15% rekatio CAVLC.

In addition to the increased flexibility on the matalock
level, H.264/AVC also allows much more flexibilipn a pic-
ture and sequence level compared to prior videangostan-
dards. Here we mainly refer teference picture memory con-
trol. In H.264/AVC, the coding and display order oftpres is
completely decoupled. Furthermore, any picture dan
marked as reference picture for use in motion-corsgied
prediction of following pictures, independent oétklice cod-

to serve the needs of professional applicationrenmients are neglected in NG types. The behavior of tliecoded picture buffeDPB),
this description, particularly in relation to chranprocessing and range of which can hold up to 16 frames (depending on thesl ©on-

step sizes.
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formance point and picture size), can be adaptigehtrolled
by memory management control operatigfiMCO) com-
mands, and the reference picture lists that ard fmsecoding
of P or B slices can be arbitrarily constructed from thepies
available in the DPB viaeference picture list re-ordering
(RPLR) commands.

In order to enable a flexible partitioning of a tpi@ into
slices, the concept oflice groups was introduced in
H.264/AVC. The macroblocks of a picture can be teabily
partitioned into slice groups viaslice group mapThe slice
group map, which is specified by the content of pheture
parameter set and some slice header informatiigres a
unigue slice group identifier to each macrobloclkadficture.
And each slice is obtained by scanning the macoislof a
picture that have the same slice group identifertte first
macroblock of the slice in raster-scan order. %imib prior

video coding standards, @cture comprises the set of slices (a)

representing a complete frame or one field of anégsuch
that, e.g., an interlaced-scan picture can be reitbded as a
single frame picture or two separate field picturésldition-

ally, H.264/AVC supports a macroblock-adaptive shiitg

between frame and field coding. For that, a paivetically

adjacent macroblocks is considered as a singlengodhit,

which can be either transmitted as two spatialigimigoring

frame macroblocks, or as interleaved top and aobofield

macroblocks.

V. BASIC CONCEPTS FOREXTENDING H.264/AVCTOWARD A
SCALABLE VIDEO CODING STANDARD

Apart from the required support of all common typds
scalability, the most important design criteria éosuccessful
scalable video coding standard are coding effigieamd com-
plexity, as was noted in sec. Il. Since SVC wasettjped as
an extension of H.264/AVC with all of its well-dgsied core
coding tools being inherited, one of the desigm@ples of
SVC was that new tools should only be added if ssaey for
efficiently supporting the required types of scélgb

A. Temporal scalability

A bit stream provides temporal scalability when et of
corresponding access units can be partitionedantmporal
base layer and one or more temporal enhancemearsiayth
the following property. Let the temporal layersithentified by

H.264/AVC [6] provides a significantly increasedAibility
for temporal scalability because of its referenasupe mem-
ory control. It allows the coding of picture seqoes with ar-
bitrary temporal dependencies, which are only i&stl by the
maximum usable DPB size. Hence, for supporting tewaip
scalability with a reasonable number of temporgkets, no
changes to the design of H.264/AVC were requirdte dnly
related change in SVC refers to the signaling ofperal lay-
ers, which is described in sec. VI.

group of pictures (GOP)

1
8 1'12 11 13 10 15 14 16 9
Ts TOE T, T, T, T, T, T, T, T,

e il minie 1

0O 3 4 2 6 7 5 8 9 1 12 13 11 15 16 14 17 18 10
(b)To T, T, Tp T, T, Ty T, T, To T, T, T, T, T, T,y T, T, T

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
(c) To Ta T, T3 Ty T3 T, Tz To T3 T, T3 Ty T3 T, Tz T

Fig. 1. Hierarchical prediction structures for eliradptemporal scalability: (a)
coding with hierarchical B pictures, (b) non-dyadiierarchical prediction
structure, (c) hierarchical prediction structurethwia structural en-
coder/decoder delay of zero. The numbers direclgvb the pictures specify
the coding order, the symbolg 3pecify the temporal layers wikhrepresent-
ing the corresponding temporal layer identifier.

1) Hierarchical prediction structures
Temporal scalability with dyadic temporal enhancetme

layers can be very efficiently provided with thencept of
hierarchical B pictures [28][29] as illustrated fig. 1&. The
enhancement layer pictures are typically code® asctures,
where the reference picture lists 0 and 1 areicéstl to the
temporally preceding and succeeding picture, rdsmbg,
with a temporal layer identifier less than the tengb layer
identifier of the predicted picture. Each set aghperal layers

a temporal layer identifief, which starts from 0 for the base{T 0., Ti} can be decoded independently of all layers with a

layer and is increased by 1 from one temporal layéne next.

temporal layer identifiem > k. In the following, the set of pic-

Then for each natural numblerthe bit stream that is obtainedtures between two successive pictures of the temhpmase

by removing all access units of all temporal layeith a tem-
poral layer identifiefT greater thark forms another valid bit
stream for the given decoder.

For hybrid video codecs, temporal scalability caneyally
be enabled by restricting motion-compensated ptiedicto
reference pictures with a temporal layer identifteat is less
than or equal to the temporal layer identifier ko picture to
be predicted. The prior video coding standards MRE[Z],
H.262 | MPEG-2 Video [3], H.263 [4], and MPEG-4 W
[5] all support temporal

layer together with the succeeding base layer jcts re-
ferred to as group of picturegGOP).

Although the described prediction structure witkerhichi-
cal B pictures provides temporal scalability and alsovgh
excellent coding efficiency as will be demonstratater, it

2 As described above, neither P or B slices aretijreoupled with the man-
agement of reference pictures in H.264/AVC. Hehaekward prediction is
not necessarily coupled with the use of B sliced #re temporal coding
structure of Fig. 1a can also be realized usinticessresulting in a structure

scalability to some degre&natis often called hierarchical P pictures.
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represents a special case. In general, hierarchiealiction

structures for enabling temporal scalability cawagls be

combined with the multiple reference picture corcep

H.264/AVC. This means that the reference pictwsts Ican be
constructed by using more than one reference gicturd they
can also include pictures with the same temposadllas the
picture to be predicted. Furthermore, hierarchjwaddiction

structures are not restricted to the dyadic casearAexample,
Fig. 1b illustrates a non-dyadic hierarchical pcddn struc-

ture, which provides 2 independently decodablesaduences
with 1/9-th and 1/3-rd of the full frame rate. Haaild further

be noted that it is possible to arbitrarily modifye prediction
structure of the temporal base layer, e.g., in otdencrease
the coding efficiency. The chosen temporal predictstruc-

ture does not need to be constant over time.

Note that it is possible to arbitrarily adjust steuctural de-
lay between encoding and decoding a picture byicday
motion-compensated prediction from pictures thdib¥o the
picture to be predicted in display order. As amepie, Fig. 1c
shows a hierarchical prediction structure, whiclesioot em-
ploy motion-compensated prediction from picturegha fu-
ture. Although this structure provides the samerele@f tem-
poral scalability as the prediction structure aj.Hia, its struc-
tural delay is equal to zero compared to 7 pictiweshe pre-
diction structure in Fig. 1la. However, such loweajektruc-
tures typically decrease coding efficiency.

The coding order for hierarchical prediction stuies has
to be chosen in a way that reference pictures @ded before
they are employed for motion-compensated predictidns
can be ensured by different strategies, which maiffer in
the associated decoding delay and memory requiterfiena
detailed analysis the reader is referred to [28][29

The coding efficiency for hierarchical predictiomustures
is highly dependent on how the quantization pararseare
chosen for pictures of different temporal layensuitively, the
pictures of the temporal base layer should be cedtdhigh-
est fidelity, since they are directly or indirectiged as refer-
ences for motion-compensated prediction of pictuwésall
temporal layers. For the next temporal layer adaxgantiza-
tion parameter should be chosen, since the quafitthese
pictures influences fewer pictures. Following thide, the
guantization parameter should be increased for satise-
quent hierarchy level. Additionally, the optimalamization
parameter also depends on the local signal chaistits.

An improved selection of the quantization parangetn
be achieved by a computationally expensive ratexdisn
analysis similar to the strategy presented in [3@]order to
avoid such a complex operation, we have chosefotlsving
strategy (cp. [31]), which proved to be sufficigntbbust for a
wide range of tested sequences. Based on a givaettigation

tively large PSNR fluctuations inside a group dftpies, sub-
jectively, the reconstructed video appears to bapteally
smooth without annoying temporal "pumping" artifact

Often, motion vectors for bi-predicted blocks areted-
mined by independent motion searches for both eatar lists.
It is, however, well-known that the coding efficignfor B
slices can be improved when the combined predicdignal
(weighted sum of list0 and list 1 predictions)cisnsidered
during the motion search, e.g. by employing theattee algo-
rithm presented in [32].

When using hierarchical B pictures with more thaerdpo-
ral layers, it is also recommended to use the Ispdirect
mode" of the H.264/AVC inter-picture prediction ugs [6],
since with the "temporal direct mode" unsuitabl&€é’ct mo-
tion vectors" are derived for about half of the Btyres. It is
also possible to select between the spatial angdeahdirect
mode on a picture basis.
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Fig. 2. Coding efficiency comparison of hierarchiBapictures without any
delay constraints and conventional IPPP, IBPBP,IBBI coding structures
for the sequence "Foreman" in CIF resolution afrdme rate of 30 Hz.

2) Coding efficiency of hierarchical prediction struocts

We now analyze the coding efficiency of dyadic aiehical
prediction structures for both high- and low-detayling. The
encodings were operated according to the JoineSleaVideo
Model (JSVM) algorithm [31]. The sequences wereoelecl
using the High Profile of H.264/AVC, and CABAC was-
lected as entropy coding method. The number of@ctfer-
ence pictures in each list was set to 1 picture.

In a first experiment we analyze coding efficieriioy hier-
archical B pictures without applying any delay deaist.
Fig. 2 shows a representative result for the serpiéRore-
man" in CIF (352x288) resolution and a frame rdt8®Hz.
The coding efficiency can be continuously improvbg
enlarging the GOP size up to about 1 second. Irpaoison to
the widely used IBBP coding structure, PSNR gaihsnore
than 1 dB can be obtained for medium bit rateshis way.
For the sequences of the high-delay test set (8&4.E 1) in

parameterQP, for pictures of the temporal base layer, th&|F resolution and a frame rate of 30 Hz, the dli¢ 1Isavings at

guantization parameters for enhancement layer ngistof a

an acceptable video quality of 34 dB that are oleiby using

given temporal layer with an identifidr> 0 are determined by hierarchical prediction structures in comparisoREP cod-
QPr=QP, + 3 +T. Although this strategy for cascading theing are summarized in Fig. 3a. For all test seqegnthe cod-

guantization parameters over hierarchy levels tesal rela-

ing efficiency can be improved by increasing theFGsize and
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thus the encoding/decoding delay; the maximum gpeifi-
ciency is achieved for GOP sizes between 8 and@arps.

High-delay test set, PSNR = 34 dB
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Fig. 3. Bit rate savings for various hierarchicaggiction structures relative
to IPPP coding: (a) Simulations without any delaystraint for the high-
delay test set (see TABLE I), (b) Simulations wéttstructural delay of zero
for the low-delay test set (see TABLE II).

In a further experiment the structural encodingédiftg de-
lay is constrained to be equal to zero and thencpdificiency
of hierarchical prediction structures is analyzed the video
conferencing sequences of the low-delay test dbtaviesolu-
tion of 368x288 samples and with a frame rate oH25or
30 Hz. The bit rate savings in comparison to IPPHRirg,
which is commonly used in low-delay applicatiors; &n ac-
ceptable video quality of 38 dB are summarizedig 8b. In
comparison to hierarchical coding without any delagstraint
the coding efficiency improvements are significargimaller.
However, for most of the sequences we still obsending
efficiency gains relative to IPPP coding. From thexperi-
ments, it can be deduced that providing temporalabdity
usually doesn’t have any negative impact on codifigiency.
Minor losses in coding efficiency are possible wites appli-
cation requires low delay. However, especially whehnigher
delay can be tolerated, the usage of hierarchicadligtion
structures not only provides temporal scalabilityt also sig-
nificantly improves coding efficiency.

B. Spatial scalability

For supporting spatial scalable coding, SVC follothe
conventional approach of multi-layer coding, whiishalso
used in H.262 | MPEG-2 Video, H.263, and MPEG-4¥ls
Each layer corresponds to a supported spatialugsoland is
referred to by a spatial layer dependency identifier DT he

dependency identifidd for the base layer is equal to 0, and it
is increased by 1 from one spatial layer to thet.nexeach
spatial layer, motion-compensated prediction andh ipredic-
tion are employed as for single-layer coding. Bubrder to
improve coding efficiency in comparison to simuliag dif-
ferent spatial resolutions, additional so-calietér-layer pre-
diction mechanisms are incorporated as illustrated in4ig.

In order to restrict the memory requirements andoder
complexity, SVC specifies that the same coding bisleised
for all supported spatial layers. The represematiwith dif-
ferent spatial resolutions for a given time instform an ac-
cess unit and have to be transmitted successinehcreasing
order of their corresponding spatial layer ideat#iD. But as
illustrated in Fig. 4, lower layer pictures do meted to be pre-
sent in all access units, which makes it possibledmbine
temporal and spatial scalability.

Fig. 4. Multi-layer structure with additional intixyer prediction for enabling
spatial scalable coding.

1) Inter-layer prediction

The main goal when designing inter-layer predictimols is
to enable the usage of as much lower layer infdonais pos-
sible for improving rate-distortion efficiency dfie enhance-
ment layers. In H.262 | MPEG-2 Video, H.263, andB&P4
Visual, the only supported inter-layer predictioethods em-
ploy the reconstructed samples of the lower laygmas. The
prediction signal is either formed by motion-comgeed pre-
diction inside the enhancement layer, by upsamptive re-
constructed lower layer signal, or by averaginghsan up-
sampled signal with a temporal prediction signal.

Although the reconstructed lower layer samples asgmt
the complete lower layer information, they are netessarily
the most suitable data that can be used for iatgrlpredic-
tion. Usually, the inter-layer predictor has to qate with the
temporal predictor, and especially for sequenceb siow
motion and high spatial detail, the temporal preadlicsignal
mostly represents a better approximation of thgimad signal
than the upsampled lower layer reconstruction.rtfepto im-
prove the coding efficiency for spatial scalablaliog, two
additional inter-layer prediction concepts [33] babeen
added in SVCprediction of macroblock modes and associ-
ated motion parameteendprediction of the residual signal.

When neglecting the minor syntax overhead for spati-
hancement layers, the coding efficiency of spasiedlable
coding should never become worse than that of sisty
since in SVC, all inter-layer prediction mechanisrase
switchable. An SVC conforming encoder can freelpade
between intra- and inter-layer prediction basedthm given
local signal characteristics. Inter-layer predict@an only take
place inside a given access unit using a layer wittpatial
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layer identifierD less than the spatial layer identifier of thendices for the macroblock partition are not codedhe en-

layer to be predicted. The layer that is employedriter-layer
prediction is also referred to asference layerand it is sig-
naled in the slice header of the enhancement Higess. Since
the SVC inter-layer prediction concepts includéhtegues for
motion as well as residual prediction, an encotleukl align
the temporal prediction structures of all spatigklrs.

Although the SVC design supports spatial scalgbilitth
arbitrary resolution ratios [34][35], for the sa&Esimplicity,
we restrict our following description of the intlesrer predic-
tion techniques to the case of dyadic spatial bdélg which
is characterized by a doubling of the picture widtid height
from one layer to the next. Extensions of thesecepts will
be briefly summarized in sec. V.B.2.

a)
For spatial enhancement layers, SVC includes amagro-
block type, which is signaled by a syntax elemeailied base
mode flag For this macroblock type, only a residual sigmatl
no additional side information such as intra prédic modes
or motion parameters is transmitted. Whiarse mode flags
equal to 1 and the correspondingg8block in the reference
layer lies inside an intra-coded macroblock, thenmmalock is
predicted byinter-layer intra predictionas will be explained
in sec. V.B.1c. When the reference layer macrobisdkter-
coded, the enhancement layer macroblock is alss-auded.
In that case, the partitioning data of the enhamcentayer
macroblock together with the associated referendeés and
motion vectors are derived from the correspondiaig af the
co-located 88 block in the reference layer by so-callater-
layer motion prediction
The macroblock partitioning is obtained by upsangplihe
corresponding partitioning of the co-locatexB8block in the
reference layer. When the co-located®lock is not divided
into smaller blocks, the enhancement layer macoibie also
not partitioned. Otherwise, eadixN sub-macroblock parti-
tion in the &8 reference layer block corresponds to

Inter-layer motion prediction

(2M)x(2N) macroblock partition in the enhancement layg _

macroblock. For the upsampled macroblock partitiothe
same reference indices as for the co-located meferéayer
blocks are used; and both components of the assdaiaotion
vectors are derived by scaling the correspondirfgreace
layer motion vector components by a factor of 2.

In addition to this new macroblock type, the SVQi@ept
includes the possibility to use scaled motion vectd the co-

hancement layer, but the reference indices of tupcated
reference layer macroblock partition are used, tiwedcorre-
sponding motion vector predictors for all blocksthé en-
hancement layer macroblock partition are formethieyscaled
motion vectors of the co-located blocks in the refiee layer.
A motion prediction flagequal to 0 specifies that the reference
indices for the corresponding reference picturedre coded
in the enhancement layer (when the number of aetifges in
the reference picture list is greater than 1 asifpé by the
slice header syntax) and that conventional spat@ion vec-
tor prediction as specified in H.264/AVC is empldyier the
motion vectors of the corresponding reference peclist.

b)

Inter-layer residual predictiorcan be employed for all in-
ter-coded macroblocks regardless whether they @dec us-
ing the newly introduced SVC macroblock type sigdaby
the base mode flagr by using any of the conventional mac-
roblock types. A flag is added to the macroblocktay for
spatial enhancement layers, which signals the usgeter-
layer residual prediction. When thissidual prediction flags
equal to 1, the residual signal of the correspand@8 sub-
macroblock in the reference layer is block-wise amygled
using a bi-linear filter and used as prediction thoe residual
signal of the enhancement layer macroblock, so dhit the
corresponding difference signal needs to be codetthé en-
hancement layer. The upsampling of the referenger leesid-
ual is done on a transform block basis in ordeerieure that
no filtering is applied across transform block bdaries, by
which disturbing signal components could be geeerd86].
Fig. 5 illustrates the visual impact of upsamplthg residual
by filtering across block boundary and the blockdzh filter-
ing in SVC.

SIEMENS

Inter-layer residual prediction

ual block boundaries (left) and omitting filteringcross residual block
boundaries (right) for residual prediction.

located &8 block in the reference layer as motion vector pre

dictors for conventional inter-coded macroblockeypA flag
for each used reference picture list that is tratscth on a
macroblock partition level, i.e., for each i, 16<8, 8x16,
or 8x8 block, indicates whether inter-layer motion vegtoe-
dictor is used. If this so-calledhotion prediction flagfor a
reference picture list is equal to 1, the corresiugreference

3 Note that for conventional dyadic spatial scalabila macroblock in a
spatial enhancement layer corresponds toxghsBib-macroblock in its refer-
ence layer.

c)
When an enhancement layer macroblock is codedhaitie

mode flagequal to 1 and the co-located&8sub-macroblock
in its reference layer is intra-coded, the preditignal of the
enhancement layer macroblock is obtainednlr-layer intra
prediction for which the corresponding reconstructed intra
signal of the reference layer is upsampled. Foamping the
luma component, one-dimensional 4-tap FIR filteesapplied
horizontally and vertically. The chroma componeate up-

Inter-layer intra prediction
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sampled by using a simple bi-linear filter. Filtegiis always
performed across sub-macroblock boundaries usimglsa of
neighboring intra blocks. When the neighboring ktoare not
intra-coded, the required samples are generatedpbygific
border extension algorithms. In this way, it is iaed to re-
construct inter-coded macroblocks in the referdager and
thus, so-calledsingle-loop decodings provided [37][38],

which will be further explained in sec. V.B.3 belowo pre-
vent disturbing signal components in the predicsamnal, the
H.264/AVC deblocking filter is applied to the restructed
intra signal of the reference layer before upsamgpli

2) Generalized spatial scalability

Similar to H.262 | MPEG-2 Video and MPEG-4 Visual,

SVC supports spatial scalable coding with arbitrasgolution
ratios. The only restriction is that neither theibontal nor the
vertical resolution can decrease from one lay¢hémext. The
SVC design further includes the possibility that emhance-
ment layer picture represents only a selected mgaotar area
of its corresponding reference layer picture, whishcoded
with a higher or identical spatial resolution. Altatively, the
enhancement layer picture may contain additionatspbe-
yond the borders of the reference layer picturés Téference
and enhancement layeropping which may also be com-
bined, can even be modified on a picture-by-pichasis.
Furthermore, the SVC design also includes toolssfmtial
scalable coding of interlaced sources. For botbresions, the
generalized spatial scalable coding with arbitreggolution
ratios and cropping as well as for the spatialaaal coding of
interlaced sources, the three basic inter-layediptien con-
cepts are maintained. But especially the derivapimtess for

coder complexity can be significantly reduced bypstoaining

the usage of inter-layer intra prediction. The idedind this
so-called constrained inter-layer predictions to avoid the
computationally complex and memory access intenspera-
tions of motion compensation and deblocking foelirtoded
macroblocks in the reference layer. Consequeritéyusage of
inter-layer intra prediction is only allowed for kEancement
layer macroblocks, for which the co-located refesetayer
signal is intra-coded. It is further required tladit layers that
are used for inter-layer prediction of higher layare coded
using constrained intra prediction, so that theaktbded mac-
roblocks of the reference layers can be construetitidout

reconstructing any inter-coded macroblock.

Under these restrictions, which are mandatory i€ S&%ach
supported layer can be decoded witkiregle motion compen-
sation loop Thus, the overhead in decoder complexity for
SVC compared to single-layer coding is smaller ttaat for
prior video coding standards, which all require tiplé mo-
tion compensation loops at the decoder side. Aafthtly, it
should be mentioned that each quality or spatihbeoement
layer NAL unit can be parsed independently of thedr layer
NAL units, which provides further opportunities farducing
the complexity of decoder implementations [39].

4) Coding efficiency

The effectiveness of the SVC inter-layer predicttech-
niques for spatial scalable coding has been eeduiat com-
parison to single-layer coding and simulcast. k@& purpose,
the base layer was coded at a fixed bit rate, vetsei@ encod-
ing the spatial enhancement layer, the bit ratevels as the
amount of enabled inter-layer prediction mechanigmas var-

motion parameters as well as the design of apmteptipsam- ied. Additional simulations have been performedabigwing
pling filters for residual and intra blocks needede general- an unconstrained inter-layer intra prediction ardde decod-
ized. For a detailed description of these extersstbe reader ing with multiple motion compensation loops. Onhge tfirst
is referred to [34] and [35]. access unit was intra-coded and CABAC was usedhiaspy
It should be noted that in an extreme case ofapstalable coding method. Simulations have been carried auafGOP
coding, both the reference and the enhancement lagy size of 16 pictures as well as for IPPPP codingd.eAtoders
have the same spatial resolution and the croppiag be have been rate-distortion optimized according td].[IFor
aligned with macroblock boundaries. As a specifiatiire of each access unit, first the base layer is encatetigiven the
this configuration, the deblocking of the referemager intra corresponding coding parameters, the enhancemgat la
signal for inter-layer intra prediction is omittedince the coded [31]. The inter-layer prediction tools arensidered as
transform block boundaries in the reference layet the en- additional coding options for the enhancement lapethe
hancement layer are aligned. Furthermore, integrlaytra and operational encoder control. The lower resolutiequences
residual prediction are directly performed in thansform have been generated following the method in [3hE $imula-

coefficient domain in order to reduce the decodiogplexity.
When a reference layer macroblock contains at le@estnon-
zero transform coefficient, the co-located enharadntayer
macroblock has to use the same luma transform(diz or
8x8) as the reference layer macroblock.

3) Complexity considerations

As already pointed out, the possibility of emplayimter-
layer intra prediction is restricted to selectecharcement
layer macroblocks, although coding efficiency cgpidally be
improved (see sec. V.B.4) by generally allowingsthiredic-
tion mode in an enhancement layer, as it was dotfeei initial
design [33]. In [21] and [37], however, it was shothat de-

tion results for the sequences "City" and "Crewthwgpatial
scalability from CIF (352x288) to 4CIF (704x576)daa
frame rate of 30 Hz are depicted in Fig. 6. Fohtssquences,
results for a GOP size of 16 pictures (providingehporal
layers) are presented while for "Crew", also a ltefeu IPPP
coding (GOP size of 1 picture) is depicted. Forcalses, all
inter-layer prediction (ILP) tools, given as int(g, motion
(M), and residual (R) prediction, improve the cafieffi-
ciency in comparison to simulcast. However, thedffeness
of a tool or a combination of tools strongly deperah the
sequence characteristics and the prediction steiciMhile the
result for the sequence "Crew" and a GOP size gfidfures
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is very close to that for single-layer coding, solmgses are comparable to the scalable profiles of H.262 | MPEGdeo,
visible for "City", which is the worst performingeguence in H.263, or MPEG-4 Visual. However, it should be mbthat
our test set. Moreover, as illustrated for "Cretiie overall the hierarchical prediction structures which nolyamprove
performance of SVC compared to single-layer codeduces the overall coding efficiency but also the effeetiess of the
when moving from a GOP size of 16 pictures to IRB&ng. inter-layer prediction mechanisms, are not supploitethese

prior video coding standards.
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different sequences and prediction structures.ratedistortion point for the able fo_r an efficient enhancement_layer_codlng.mmlar ef-
base layer is plotted as a solid rectangle indigedfagrams, but it should be fect might be observed when using different downdeth

noted that it corresponds to a different spatisbhgion. sequences as input for the base |ayer Coding_ Whéeen-

Multiple-loop decoding can further improve the cuglieffi- coder control for the base layer minimizes the nstrmiction
ciency as illustrated in Fig. 6. But the gain iseafminor and €rror relative to each individual downsampled "mrad’, the
comes at the price of a significant increase inodec com- different obtained base layer coding parameters resylt in
plexity. It is worth noting that the rate-distortiperformance More or less re-usable data for the enhancemeet tmding,
for multi-loop decoding using only inter-layer iatprediction ~@lthough the reconstructed base layer sequenceshenay a
("multiple-loop ILP (1)") is usually worse than thef the "sin- Subjectively comparable reconstruction quality.
gle-loop ILP (I,M,R)" case, where the latter copesds to the First experimental results for an improved muljida en-
fully featured SVC design while the former is copitally coder control which takes into account the impdahe base
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layer coding decisions on the rate-distortion éficy of the
enhancement layers are presented in [40]. The iigode-
termines the base layer coding parameters usin@ighted
sum of the Lagrangian costs for base and enhanddeyen.
Via the corresponding weighting factor it is possito trade-
off base and enhancement layer coding efficientyig. 7, an
example result for spatial scalable coding withrdniehical B
pictures and a GOP size of 16 pictures is showar Bcalable
bit streams have been coded with both the JSVMthadp-
timized encoder control. The quantization parame®g for

the enhancement layer was se€iig; + 4, withQPs being the
guantization parameter for the base layer. Withapemized
encoder control the SVC coding efficiency can batidled

in a way that the bit rate increase relative tgleitayer coding
for the same fidelity is always less or equal té6lfor both the
base and the enhancement layer.

C. Quality scalability

Quality scalability can be considered as a spezaake of
spatial scalability with identical picture sizes fease and en-
hancement layer. As already mentioned in sec. YhB, case
is supported by the general concept for spatidabta coding
and it is also referred to @arse-grain quality scalable cod-
ing (CGS). The same inter-layer prediction mechaniasfor
spatial scalable coding are employed, but withaihgi the
corresponding upsampling operations and the iatgsrl de-
blocking for intra-coded reference layer macrobtockur-
thermore, the inter-layer intra and residual préglicare di-
rectly performed in the transform domain. Whenizitily in-
ter-layer prediction for coarse-grain quality sedlty in SVC,
a refinement of texture information is typicallyhéeved by re-
guantizing the residual texture signal in the eckarent layer
with a smaller quantization step size relativehattused for
the preceding CGS layer.

However, this multi-layer concept for quality sdaéacod-
ing only allows a few selected bit rates to be supga in a
scalable bit stream. In general, the number of crtpd rate
points is identical to the number of layers. Switghbetween
different CGS layers can only be done at defineidtpan the
bit stream (cp. sec. VI). Furthermore, as will endnstrated
in sec. V.C.4, the multi-layer concept for quabtalable cod-
ing becomes less efficient, when the relative wdifference
between successive CGS layers gets smaller.

Especially for increasing the flexibility of bitream adapta-
tion and error robustness, but also for improvihg toding
efficiency for bit streams that have to provideaaiety of bit
rates, a variation of the CGS approach, whichse a¢ferred
to asmedium-grain quality scalabilityMGS), is included in
the SVC design. The differences to the CGS coneepta
modified high-level signaling (cp. sec. VI), whidilows a
switching between different MGS layers in any ascaait,
and the so-callettey picture concepfcp. sec. V.C.1), which
allows the adjustment of a suitable trade-off betwdrift and
enhancement layer coding efficiency for hierarchjmadic-
tion structures. With the MGS concept, any enharmceayer
NAL unit can be discarded from a quality scalalitestream,
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and thus packet-based quality scalable coding @viged.
SVC additionally provides the possibility to dibuie the en-
hancement layer transform coefficients among sé\stices.
To this end, the first and the last scan indexrfamsform coef-
ficients are signaled in the slice headers, andstloe data
only include transform coefficient levels for scamdices in-
side the signaled range. Thus, the information doguality
refinement picture that corresponds to a certaiantjpation
steps size can be distributed over several NALsuodrre-
sponding to different quality refinement layers twiéach of
them containing refinement coefficients for pafécutrans-
form basis functions only (cp. [41]). In additiotihe macro-
blocks of a picture (and a quality refinement layen be par-
titioned into several slices as in standard H.2&84ZA

1) Controlling drift in quality scalable coding

The process of motion-compensated prediction fakea
based quality scalable coding has to be carefullgigthed,
since it determines the trade-off between enhanctiager
coding efficiency andirift (cp. [42]). Drift describes the effect
that the motion-compensated prediction loops ab@ec and
decoder are not synchronized, e.g., because quefihement
packets are discarded from a bit stream. Fig.u8tilates dif-
ferent concepts for trading off enhancement layeting effi-
ciency and drift for packet-based quality scalatading.

@

(©
Fig. 8. Various concepts for trading off enhancetmayer coding efficiency
and drift for packet-based quality scalable codi@ag:base layer only control,
(b) enhancement layer only control, (c) two-loomteol, (d) key picture
concept of SVC for hierarchical prediction struesjrwhere key pictures are
marked by the hatched boxes.

For fine-grain quality scalablgFGS) coding in MPEG-4
Visual, the prediction structure was chosen in g that drift
is completely omitted. As illustrated in Fig. 8aption com-
pensation in MPEG-4 FGS is only performed using libee
layer reconstruction as reference, and thus arsydosnodifi-
cation of a quality refinement packet doesn’t haag impact
on the motion compensation loop. The drawback f &p-
proach, however, is that it significantly decreaselsancement
layer coding efficiency in comparison to singledaycoding.
Since only base layer reconstruction signals ae&l dsr mo-
tion-compensated prediction, the portion of biterdhat is
spent for encoding MPEG-4 FGS enhancement layera of
picture cannot be exploited for the coding of falilog pic-
tures that use this picture as reference.

For quality scalable coding in H.262 | MPEG-2 Vidéme
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other extreme case of possible prediction strustur@s speci-
fied. Here, the reference with the highest avadaiplality is
always employed for motion-compensated predictisnda-

12

2) Encoder control
As described in the previous section, except for pie-
tures, motion-compensated prediction for qualiglaicle cod-

picted in Fig. 88 This enables highly efficient enhancementng is always performed by employing the highestilable

layer coding and ensures low complexity, since anlsingle
reference picture needs to be stored for each tims@nt.
However, any loss of quality refinement packetsiltesin a
drift> that can only be controlled by intra updates.

As an alternative, a concept with two motion congation
loops as illustrated in Fig. 8c could be employEdis concept
is similar to spatial scalable coding as specifigd

quality of the corresponding reference picturesweher, dur-
ing the encoding process for MGS layers it is nuiwn what
representation will be available in the decodere Bimcoder
has to decide what reference it will use for mo@stimation,
mode decision, and the determination of the resisigaal to
be coded (motion compensation). This decision arfaes the
coding efficiency for the supported rate pointsve3al inves-

H.262 | MPEG-2 Video, H.263, and MPEG-4 Visual. Aldigations [44][45] turned out that a good codinfjaééncy is

though the base layer is not influenced by paai&tds in the
enhancement layer, any loss of a quality refinenpatket
results in a drift for the enhancement layer retrocson.

For MGS coding in SVC an alternative approach usiog

usually obtained when the prediction loop in theoster is
closed at the highest rate poing., for the processes of mo-
tion estimation, mode decision, and motion compimsahe
references with the highest reconstruction quaditg em-

calledkey pictureg21] has been introduced. For each picturployed. Note that this is different from so-callegen-loop

a flag is transmitted, which signals whether theebguality
reconstruction or the enhancement layer reconstructf the
reference pictures is employed for motion-compestsatre-
diction. In order to limit the memory requiremenséssecond
syntax element signals whether the base qualityesgmtation
of a picture is additionally reconstructed and etioin the de-
coded picture buffer. In order to limit the decaglioverhead
for such key pictures, SVC specifies that motiomapzeters
must not change between the base and enhanceryentda-
resentations of key pictures, and thus also forgketures, the
decoding can be done with a single motion-compenrs&iop.
Fig. 8d illustrates how the key picture concept ten effi-
ciently combined with hierarchical prediction stures.

All pictures of the coarsest temporal layer aregnaitted as
key pictures, and only for these pictures the lpsdity re-
construction is inserted in the decoded picturdéeouhus, no
drift is introduced in the motion compensation loop the
coarsest temporal layer. In contrast to that, edhgoral re-
finement pictures typically use the reference with highest
available quality for motion-compensated predictiovhich
enables a high coding efficiency for these pictuf&ace the
key pictures serve as re-synchronization pointsvéen en-
coder and decoder reconstruction, drift propagat®oreffi-
ciently limited to neighboring pictures of highentporal lay-
ers. The trade-off between enhancement layer codifig
ciency and drift can be adjusted by the choicénefGOP size
or the number of hierarchy stages. It should beddhat both
the quality scalability structure in H.262 | MPEG/R2Ieo (no
picture is coded as key picture) and the FGS codppyoach
in MPEG-4 Visual (all pictures are coded as keyyris) ba-
sically represent special cases of the SVC keyipgatoncept.

4 For a generalization of the basic concept, Fign8licates (by dashed ar-
rows) that motion parameters may be changed bethesnand enhancement
layer, although this is not supported in H.262 [BNBR2 Video.

5 Since H.262 | MPEG-2 Video does not allow padiatarding of quality
refinement packets inside a video sequence, tffieisbue can be completely
avoided in conforming H.262 | MPEG-2 Video bit atres by controlling the
reconstruction quality of both the base and theaenbment layer during
encoding (cp. sec. V.C.4).

coding where the original of the reference pictusessed. In
[44][45] it is additionally pointed out that the diog effi-
ciency of the base layer can be improved by a tvp-len-
coder control, in which the base layer residuabe¢ocoded is
determined by a second motion compensation proftmss
which the base layer references are used. The tngraen-
hancement layer coding efficiency is typically sinll order
to further improve the enhancement layer codingrieficy,
the optimized encoder control mentioned in sec..¥.Ban
also be employed for quality scalable coding.

3) Bit stream extraction

For extracting a sub-stream with a particular agerait rate
from a given quality scalable bit stream (using M&S ap-
proach) usually a huge number of possibilitiesteXibe same
average bit rate can be adjusted by discardingreifit quality
refinement NAL units. Thus, the obtained averagmmstruc-
tion error that corresponds to the given targetdit may de-
pend on the used extraction method. A very simpé&hod
may consist of randomly discarding MGS refinemeatkets
until the requested bit rate is reached. Alterryivin a more
sophisticated method, a priority identifier is gegid to each
coded slice NAL unit by an encoder. During the diiteam
extraction process, at first, coded slice NAL unitish the
lowest priority are discarded, and when the tabgeatate is not
already reached coded slice NAL units of the nexbrity
class are discarded, etc. The priority identifieas either be
fixed by the encoder based on the employed codectste or
determined by a rate-distortion analysis. The Sy@ax (cp.
sec. VI) provides different means for including fsymriority
information in a bit stream. For more detailed infiation
about the concept of optimized bit stream extractighich is
also referred to ggriority layers the reader is referred to [46].

4) Coding efficiency

In a first experiment the different concepts foniolling
drift, as discussed in sec. V.C.1, are evaluatedhiterarchical
B pictures with a GOP size of 16 pictures. With et of
the 2-loop control, all configurations could belizzd with an
SVC compliant encoder. Results for the sequencég" ' &nd
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"Crew" are summarized in Fig. 9. For these simatetj the
intermediate rate points for all drift control cepts were ob-
tained by randomly discarding quality refinementlNudnits.
When the motion compensation loop is closed atbthee
layer (BL-only control) as in MPEG-4 FGS (corresgimy to
Fig. 8a), no drift occurs, but the enhancementrlayading
efficiency is very low, especially for sequencée I'City" for
which motion-compensated prediction works very well
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Fig. 9. Comparison of drift control concepts witlffetent tradeoffs between
enhancement layer coding efficiency and drift foe sequences "City" and
"Crew" in CIF resolution and a frame rate of 15 Hz.
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By closing the loop only at the enhancement lajrg¢nly
control), as it is done in the quality scalable modf
H.262 | MPEG-2 Video (corresponding to Fig. 8b),high
enhancement layer coding efficiency can be achieBetlthe
discarding of enhancement layer packets typicafuilts in a
serious drift, and the reconstructed video quickBcomes
unusable. It should be noted that the behaviohefenhance-
ment layer only control highly depends on the erygiben-
coder control concept. For the simulations in Bigthe en-
coder control was operated with the goal to optintize en-
hancement layer coding efficiency. With a differemtcoder
control, it is possible to obtain a base layer tet the same
coding efficiency as a single-layer bit stream. ldoer, such
an encoder control significantly reduces the enbarent layer
coding efficiency. And regardless of the used eecantrol,
a partial loss of the enhancement layer NAL unlitgags re-
sults in a significant drift.

A similar behavior can also be observed for thedslcon-
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trol (corresponding to Fig. 8c), but here the retnrction
quality stabilizes for low rates at the base ldgeel. For the
sequence "Crew" the corresponding impact is lessoab,
since a substantial portion of macroblocks is hewded and
the differences only apply for inter coding.

With the SVC key picture concept (adapt. BL/EL coht
corresponding to Fig. 8d), in which the picturedhaf coarsest
temporal level are coded as key pictures, a reédomading
efficiency for the entire supported rate intervancbe
achieved in connection with hierarchical predictgiructures.
The results in Fig. 9 also show that the SVC desim only
provide a suitable coding efficiency for qualityakable coding
with a wide range of supported bit rates when Inidniaal pre-
diction structures are employed.
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Fig. 10. Comparison of coarse-grain and mediumaggaiality scalable cod-
ing with different configurations for the sequent€sty” and "Crew" in CIF
resolution and a frame rate of 15 Hz.

In a second experiment different configurations gaovid-
ing quality scalability are evaluated. In Fig. @e coding
efficiency of CGS coding and MGS coding with kegtpres
is compared to that of single-layer coding for aiehical B
pictures with a GOP size of 16 pictures. For thalityuscal-
able bit streams, the bit rate interval betweenldineest and
highest supported rate point corresponds @Palifference of
12, i.e., the enhancement layer quantization stepgual to
1/4th of the base layer quantization step size.c8wyparing
different CGS configurations with different choicet delta
QP (DQP), which is the numerical difference betweeaQP
values of two successive layers, it can be sedrctthng effi-
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ciency generally decreases with an increasing nurobsup-

ported rate points, i.e., with decreasing DQP. @regrams
also contain rate-distortion curves for CGS withltiple-loop

decoding, which is not supported by the SVC deshgmal-

ready observed for spatial scalable coding, mekipbp de-
coding for CGS increases coding efficiency onlglsliy and

therefore, it does not justify the correspondingréase in de-
coder complexity relative to single-loop decodidgldition-

ally, Fig. 10 also shows the coding efficiency bE tmore
flexible MGS coding with the usage of the key pietaoncept
and a DQP of 6. The improved coding efficiencyhat highest
rate point and the reduced coding efficiency atltheest rate
point for the MGS runs in comparison to the CGSsruiith

DQP equal to 6 are a result of the improved encadetrol

for MGS, which is described in sec. V.C.2. It slibbk noted
that with MGS coding, the number of supported mits is
significantly increased in comparison to CGS coding
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Fig. 11. Experimental results for quality scalableding of the sequence

"Soccer" (CIF resolution, 30 Hz) using an optimisgtoder control.
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Fig. 11 demonstrates how the coding efficiency oéliy
scalable coding can be improved by employing thinoped
encoder control mentioned in sec. V.B.5. For tirsusation,
hierarchical B pictures with a GOP size of 16 pietuwere
used. Quality scalability is achieved by MGS codimighout
using key pictures. The depicted rate points hasenbob-
tained by successively discarding the largest teaipevels of
the MGS enhancement layer. It can be seen thahgaeffi-
ciency can be significantly improved at the higterand by
tolerating a coding efficiency loss for the loweate point.
With the optimized encoder control it was posstbldimit the
bit rate increase compared to single-layer codinthe same
fidelity to about 10% over the entire supportedrate range.

5) SVC-to-H.264/AVC rewriting

The SVC design also supports the creation of guatiaal-
able bit streams that can be converted into kegsts that con-
form to one of the non-scalable H.264/AVC profilgsusing a
low-complexity rewriting process [47]. For this nedf qual-
ity scalability, the same syntax as for CGS or M&8sed, but
two aspects of the decoding process are modified:

1. For the inter-layer intra prediction, the prediotigignal
is not formed by the upsampled intra signal ofréfer-
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ence layer, but instead the spatial intra predictio
modes are inferred from the co-located referengerla
blocks, and a spatial intra prediction as in sidgier
H.264/AVC coding is performed in the target layes,,
the highest quality refinement layer that is decbfi

a picture. Additionally, the residual signal is gicted
as for motion-compensated macroblock types.

2. The residual prediction for inter-coded macroblocks
and for inter-layer intra-coded macroblocksige mode

flag is equal to 1 and the co-located reference layer

blocks are intra-coded) is performed in the tramsfo
coefficient level domain, i.e., not the scaled sfarm
coefficients, but the quantization levels for trfans
coefficients are scaled and accumulated.

These two modifications ensure that such a quatilable
bit stream can be converted into a non-scalablé44//C bit
stream that yields exactly the same decoding resulhe qual-
ity scalable SVC bit stream. The conversion carati@eved
by a rewriting process which is significantly lessnplex than
transcoding the SVC bit stream. The usage of thdifred
decoding process in terms of inter-layer predici®signaled
by a flag in the slice header of the enhancemeger Islices.

VI. SVCHIGH-LEVEL DESIGN

In the SVC extension of H.264/AVC, the basic corsdpr
temporal, spatial, and quality scalability as disst in sec. V
are combined. In order to enable simple bit stredaptation,
SVC additionally provides means by which the subashs
that are contained in a complete scalable bit strean be
easily identified. An SVC bit stream does not nézgrovide
all types of scalability. Since the support of dyand spatial
scalability usually comes along with a loss in ogdefficiency
relative to single-layer coding, the trade-off beén coding
efficiency and the provided degree of scalabilign de ad-
justed according to the needs of an applicatiom. &turther
comparison of spatial and quality scalability witingle-layer
coding the reader is referred to [48].

A. Combined scalability

The general concept for combining spatial, qualaynd
temporal scalability is illustrated in Fig. 12, whishows an
example encoder structure with two spatial lay@tse SVC
coding structure is organized in dependency layeidepend-
ency layer usually represents a specific spat&dlttion. In an
extreme case it is also possible that the spatwdlation for
two dependency layers is identical, in which céeedifferent
layers provide coarse-grain scalability (CGS) im of qual-
ity. Dependency layers are identified by a depeogedenti-
fier D. The spatial resolution must not decrease fromlayer
to the next. For each dependency layer, the basicepts of
motion-compensated prediction and intra predictma em-
ployed as in single-layer coding; the redundandyveen de-
pendency layers is exploited by additional intgrelapredic-
tion concepts as explained in sec. V.B.1.

Quality refinement layers inside each dependenggrlare
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identified by a quality identifieQ. However, when a reference support easy bit stream manipulation. In orderxtoaet a sub-

layer for a spatial enhancement layer (dependesygsr) con-
tains different quality representations, it neeald¢ signaled
which of these is employed for inter-layer predinti There-
fore, SVC slices include a syntax element, whichardy sig-
nals whether inter-layer prediction is employedt blso the
dependency identifieD and the quality identifieQ of the
corresponding reference layer. For quality refinetmayers

stream with a reduced spatio-temporal resolutiod/@nbit

rate, all NAL units that are not required for deicgdthe target
resolution and/or bit rate should be removed frolpit stream.
For this purpose, parameters like the dependeratifier D,

the quality identifierQ, and the temporal identifieF need to
be known for each coded slice NAL unit. Furthermoite
needs to be known what NAL units are required fioer-layer

with a quality identifierQ > 0, always the preceding quality prediction of higher layers.

layer with a quality identifie@Q — 1 is employed for inter-layer
prediction. In order to limit the memory requirerhéor stor-
ing intermediate representations, all slices ofepeshdency
layer at a specific time instant have to use tmeesbase repre-
sentation identified bip andQ for inter-layer prediction.

layerdl SNR scalable

1 Scalable
o
texture
L_| Motion-compensated Base layer
and intra prediction |— | coding
motion >
Multipl
Inter-layer prediction of | ultiplex
Spatial Layer 0 intra, motion, and residual
decimation . . SNR scalable >
coding
H.264/AVC compatible
Motion-compensated > Base layer T base layer bit-stream
and intra prediction coding
motion

H.264/AVC compatible encoder

Fig. 12. SVC encoder structure example.

One important difference between the concept ofedédp
ency layers and quality refinements is that switghbetween
different dependency layers is only envisaged dinee
switching point. However, switching between differguality
refinement layers is virtually possible in any aaxanit. Qual-
ity refinements can either be transmitted as nepedédency

In order to assist easy bit stream manipulatioms, 1-byte
header of H.264/AVC is extended by additional 3ebyfor
SVC NAL unit types. This extended header includesiten-
tifiers D, Q, andT as well as additional information assisting
bit stream adaptations. One of the additional syataments is
a priority identifierP, which signals the importance of a NAL
unit. It can be used either for simple bit streasapations
with a single comparison per NAL unit or for ratistdrtion
optimized bit stream extraction using priority layaforma-
tion (cp. sec. V.C.3).

Each SVC bit stream includes a sub-stream, whiatoms-
pliant to a non-scalable profile of H.264/AVC. Siand
H.264/AVC NAL units (non-SVC NAL units) do not indle
the extended SVC NAL unit header. However, theda dee
not only useful for bit stream adaptations, but soofi them
are also required for the SVC decoding processrtter to
attach this SVC related information to non-SVC NAhits,
so-called prefix NAL units are introduced. These INénits
directly precede all non-SVC VCL NAL units in an S\bit
stream and contain the SVC NAL unit header extensio

SVC also specifies additional SEI messages (SHipp8-
mental Enhancement Information), which for exanyaatain

layers (differenD) or as additional quality refinement layersinformation like spatial resolution or bit rate e layers that
(differentQ) inside a dependency layer. This does not changée included in an SVC bit stream and which cath@rrassist

the basic decoding process. Only the high-leveiadigg and
the error-detection capabilities are influenced.ewlguality
refinements are coded inside a dependency layent{@hlD,

the bit stream adaptation process. More detailéatrimation
on the system interface of SVC is provided in [48forma-
tion on the RTP payload format for SVC and the SNME

differentQ), the decoder cannot detect whether a quality ré2rmat are given in [50] and [51], respectively.

finement packet is missing or has been intentigrdicarded.
This configuration is mainly suitable in connectioith hier-
archical prediction structures and the usage ofgketures in
order to enable efficient packet-based qualityaddal coding.

In SVC, all slice data NAL units for a time instaogether
with zero or more non-VLC NAL units form an accesst.
Since inter-layer prediction can only take placafra lower
to a higher layer inside an access unit, spatidlcarality scal-
ability can be easily combined with temporal scéitgbTo all
slices of an access unit the same temporal IBiehssigned.

In addition to the main scalability types, temppisatial,
and quality scalability, SVC additionally supportgion-of-
interest (ROI) scalability. ROI scalability can bealized via
the concepts of slice groups (cp. IV.B), but thaph of the
ROI is restricted to patterns that can be represeas a col-
lection of macroblocks.

B. System interface
An important goal for scalable video coding staddirto

C. Bit stream switching

As mentioned above, switching between differentityuee-
finement layers inside a dependency layer is ptessibeach
access unit. However, switching between differageshdency
layers is only possible at IDR access units. INSKE€ context,
the classification of an access unit as IDR acuaggyenerally
depends on the target layer. An IDR access uniafdepend-
ency layerD signals that the reconstruction of lay2for the
current and all following access units is independef all
previously transmitted access units. Thus, itveagb possible
to switch to the dependency layer (or to startdbeoding of
the dependency layer) for which the current accedsrepre-
sents an IDR access unit. But it is not required the decod-
ing of any other dependency layer can be startédaatpoint.
IDR access units only provide random access pénta spe-
cific dependency layer. For instance, when an a&caeest
represents an IDR access unit for an enhancempet énd
thus no motion-compensated prediction can be usé&d still
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possible to employ motion-compensated predictionthia
lower layers in order to improve their coding &tfiacy.

Although SVC specifies switching between differatd-
pendency layers only for well-defined points, aatsr can be
implemented in a way that at least down-switchmgassible
in virtually any access unit. One way is to do fiplétloop
decoding. That means, when decoding an enhancdayemt
the pictures of the reference layers are recortsiuand
stored in additional decoded picture buffers algfothey are
not required for decoding the enhancement layduigc But,
when the transmission switches to any of the siubatel lay-
ers in an arbitrary access unit, the decoding isfltyer can be
continued since an additional DPB has been opegdédfithe
corresponding layer would have been decoded faorailious
access units. Such a decoder implementation rexjaideli-
tional processing power. For up-switching, the diecaisually
has to wait for the next IDR access unit. Howegéanilar to
random access in single-layer coding, a decoderatsamim-
mediately start the decoding of all arriving NALitsnby em-
ploying suitable error concealment techniques aefiérdng
the output of enhancement layer pictures (i.e.ficaimg the
output of lower layer reconstructions) until theaastruction
quality for the enhancement layer has stabilizeddgal de-
coder refresh).

D. Profiles

Profiles and levels specify conformance pointsatailitate
interoperability between applications that haveilsimfunc-
tional requirements. A profile defines a set ofiogdools that
can be used in generating a bit stream, whereaseh $peci-
fies constraints on certain key parameters of thstteam. All
decoders conforming to a specific profile must supgll in-
cluded coding tools.
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though the base layer has to conform to the résttiBaseline
profile, which does not support these tools.

Bit streams conforming to the Scalable High Intrafipe,
which was mainly designed for professional appiores, con-
tain only IDR pictures (for all layers). Beside thihe same set
of coding tools as for the Scalable High profilsigpported.

VII.

In comparison to the scalable profiles of prioreddcoding
standards, the H.264/AVC extension for scalablewidoding
(SVC) provides various tools for reducing the lassoding
efficiency relative to single-layer coding. The mosaportant
differences are:

— The possibility to employ hierarchical predictiomus-
tures for providing temporal scalability with seakelay-
ers while improving the coding efficiency and irecsing
the effectiveness of quality and spatial scalabling.

— New methods for inter-layer prediction of motiondan
residual improving the coding efficiency of spatahl-
able and quality scalable coding.

— The concept of key pictures for efficiently conlirgg
the drift for packet-based quality scalable codwith
hierarchical prediction structures.

— Single motion compensation loop decoding for spatia
and quality scalable coding providing a decoder -com
plexity close to that of single-layer coding.

— The support of a modified decoding process thanall
a lossless and low-complexity rewriting of a qualit
scalable bit stream into a bit stream that conforona
non-scalable H.264/AVC profile.

These new features provide SVC with a competitate-r
distortion performance while only requiring a simghotion

CONCLUSION

The SVC Amendment of H.264/AVC specifies three procompensation loop at the decoder side. Our expatsrier-

files for scalable video coding [10]: Scalable Beme Scal-
able High, and Scalable High Intra. The ScalablseBae
profile is mainly targeted for conversational andlveillance
applications that require a low decoding complexity this
profile, the support for spatial scalable codingestricted to
resolution ratios of 1.5 and 2 between succesgiatia layers
in both horizontal and vertical direction and toammblock-
aligned cropping. Furthermore, the coding toolsifderlaced
sources are not included in this profile. For tlval8ble High
profile, which was designed for broadcast, stregméamd stor-
age applications, these restrictions are removet! spatial
scalable coding with arbitrary resolution ratiosd asropping
parameters is supported. Quality and temporal Blealzoding
are supported without any restriction in both theal8ble
Baseline and the Scalable High profile. Bit streaosform-
ing to the Scalable Baseline and Scalable Highilprobntain
a base layer bit stream that conforms to the msttiBaseline
profile and the High profile of H.264/AVC [6], resgtively. It
should be noted that the Scalable Baseline prefifgorts B
slices, weighted prediction, the CABAC entropy cayiand
the 8x8 luma transform in enhancement layers (CAB&Q
the 8x8 transform are only supported for certaiel®, al-

ther illustrate that:

— Temporal scalability: can be typically achievedhwitt
losses in rate-distortion performance.

— Spatial scalability: when applying an optimized S¥/&
coder control, the bit rate increase relative ta-no
scalable H.264/AVC coding at the same fidelity ¢en
as low as 10% for dyadic spatial scalability. Ibskl be
noted that the results typically become worse asiap
resolution of both layers decreases and resultsowvep
as spatial resolution increases.

— SNR scalability: when applying an optimized encoder
control, the bit rate increase relative to non-siok
H.264/AVC coding at the same fidelity can be as &sv
10% for all supported rate points when spanningta b
rate range with a factor of 2-3 between the lovesst
highest supported rate point.
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APPENDIX
TESTSEQUENCES

The test sequences that are used for simulatiothgsipaper
are summarized in TABLE | and TABLE II. All sequesscare
in YUV 4:2:0 color format, in which the two chroncampo-
nents are downsampled by a factor of two in eaatiaplirec-
tion. The tables specify the maximum spatial andpieral
resolution of the sequences. Sequences with a Itemgporal
resolution are obtained by frame skipping, and seges with
a lower spatial resolution are obtained by downdegpas
specified in the JSVM [22].

TABLE |
HIGH-DELAY TEST SET.

sequence name abbre-maximum | maximum | number of

viation | resolution | frame rate| pictures
Bus BU 352x288 30 150
Football FT 352x288 30 260
Foreman FM 352x288 30 300
Mobile MB 352x288 30 300
City CT 704x576 60 600
Crew CR 704x576 60 600
Harbour HB 704x576 60 600
Soccer SC 704x576 60 600

TABLE Il
LOW-DELAY TEST SET.

sequence name abbre-maximum | maximum | number of

viation | resolution | frame rate| pictures
Group GR 768x576 30 300
Karsten & Oliver KO 768x576 30 300
Stefan & Martin SM 768x576 30 300
Tobias & Cornelius TC 768x578 30 300
Thomas TH 768x576 30 300
Uli UL 768x576 25 250

The test sequences are classified into a high-dately a
low-delay test set. The high-delay test set costagguences,
which have been widely used for testing purposemgtithe
SVC development. The sequences in this set codtterent
amounts of detail and motion. For low-delay confaions,
we used a second, self-recorded test set thatlis appropri-
ate for testing low-delay features. Since low-deymainly
required for interactive video telephone or videtfeoencing
applications, the low-delay test set consists ofadety of
video conferencing sequences.
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